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Abstract. Let r be a nonconstant noncommutative rational function in m variables

over an algebraically closed field K of characteristic 0. We show that for n large enough,

there exists an X ∈ Mn(K)m such that r(X) has n distinct and nonzero eigenvalues.

This result is used to study the linear and multiplicative Waring problems for matrix

algebras. Concerning the linear problem, we show that for n large enough, every matrix

in sln(K) can be written as r(Y ) − r(Z) for some Y,Z ∈ Mn(K)m. We also discuss

variations of this result for the case where r is a noncommutative polynomial. Con-

cerning the multiplicative problem, we show, among other results, that if f and g are

nonconstant polynomials, then, for n large enough, every nonscalar matrix in GLn(K)

can be written as f(Y ) · g(Z) for some Y,Z ∈ Mn(K)m.

1. Introduction

Throughout, K stands for an algebraically closed field of characteristic 0. Let x =

(x1, . . . , xm) be a tuple of m freely noncommuting variables, let K<x> be the free K-

algebra of noncommutative polynomials in x, and let K (<x )> be its universal skew field of

fractions [Coh06], the free field of noncommutative rational functions in x. For example,

x2
1+x1x2−x2x1−x1+2 is a noncommutative polynomial, and (x1x

−1
2 x1−x2)

−1−x−1
2 is

a noncommutative rational function. Our most general results concern elements r from

K (<x )>, but are also new, and of particular interest, in the special case where r ∈ K<x>.

Noncommutative rational functions originated in noncommutative algebra [Ami66,

Coh06, GGRW05] and automata theory [BR11]. Nowadays, they prominently appear

in free analysis [K-VV12, K-VV14], free probability [HMS18, CMMPY22] and free real

algebraic geometry [HMV06, AHKM18, Vol21], which study analytic, geometric and as-

ymptotic properties of their matrix evaluations. More precisely, noncommutative rational

functions are (after noncommutative polynomials) the most tractable class of so-called

free functions, which are maps on tuples of matrices of all sizes that preserve direct sums

and similarities. When dealing with r ∈ K (<x )>, we will be interested in the matrix

evaluations r(X) with X ∈ Mn(K)m (more precisely, X must belong to the domain of r)

for arbitrary n. Here, Mn(K) stands for the algebra of n× n matrices over K.

Our fundamental result, from which all else follows, states that given a nonconstant

r ∈ K (<x )>, for every large enough n there exists an X in Mn(K)m such that r(X) has

n distinct eigenvalues (Theorem 2.8). Moreover, these eigenvalues can be chosen to be
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nonzero (Corollary 2.10). The proof of this result consists of two natural parts. Firstly,

one investigates the image of a noncommutative rational function on matrices of a fixed

prime size using tools from central simple algebras and algebraic geometry. Then one

uses ampliation technique inherent in free analysis along with classical number theory to

glue together the preceding size-dependent conclusions.

Our result on eventually attaining images with pairwise distinct eigenvalues conforms

organically with the perspective of free analysis and free probability, which investigate

those features of matrix evaluations of noncommutative rational functions that persist

for matrices of large sizes. On the other hand, our main motivation behind this result

is its applicability to Waring problems for matrix algebras. We explain this in the next

paragraphs.

The classical Waring’s problem, proposed by Waring in the 18th century and solved

affirmatively by Hilbert in 1909, asks whether for every natural number k there exists a

natural number g(k) such that every natural number is a sum of g(k) kth powers. Various

variations of this problem occur in different areas of mathematics, including group theory.

In [LST11], Larsen, Shalev, and Tiep proved that for any word w ̸= 1, w(G)2 = G for

every finite non-abelian simple group G of sufficiently high order (here, w(G) denotes the

image of the word map induced by w). More generally, if w,w′ are two nontrivial words,

then w(G)w′(G) = G.

Seeking analogs of this result in noncommutative algebra, it is natural to replace

the role of words by noncommutative polynomials, and the role of finite simple groups

by matrix algebras. This type of Waring problem was initiated in [Bre20] and discussed

further in [BŠ23a, BŠ23b, Che23, PP23]. More specifically, the following question, raised

as Question 4.8 in [BŠ23a] and studied (but not solved) in [BŠ23b], emerged as central:

Given a nonconstant polynomial f ∈ K<x>, does f(Mn(K))−f(Mn(K)) contain the Lie

algebra of trace zero matrices sln(K) for all sufficiently large n? Here, f(Mn(K)) stands for

the image of f in Mn(K) (i.e., f(Mn(K)) is the set of all f(A1, . . . , Am) with Ai ∈ Mn(K)),

and f(Mn(K)) − f(Mn(K)) for {B − B′ : B,B′ ∈ f(Mn(K))}. As a byproduct of the

result on distinct eigenvalues discussed above, we will solve this problem, not only for

noncommutative polynomials but for noncommutative rational functions; see Theorem

3.2. In later parts of Section 3, we discuss extensions and variations of this result.

In particular, we consider the question of when matrices with nonzero trace are linear

combinations of two matrices from f(Mn(K)) (see Theorem 3.5). Also, we obtain (partial)

extensions of our results from matrices over K to algebras A satisfying A ∼= M2(A) (see

Theorem 3.10).

The problem of presenting matrices as linear combinations of matrices from the

image of a rational function or polynomial may be called the linear Waring problem. The

fundamental theorem on eigenvalues also enables us to consider a different, multiplicative

Waring problem for polynomials and rational functions, which is even closer to the group-

theoretic one and has, to the best of our knowledge, not yet been studied in the literature.

This problem is the topic of Section 4. One of our results, Theorem 4.6, states that if

f, g ∈ K<x> are nonconstant polynomials, then, for n large enough, every nonscalar

matrix in GLn(K) is contained in f(Mn(K)) · g(Mn(K)). We also mention Theorem 4.9
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which in particular shows that if f ∈ K<x> is a nonzero polynomial with zero constant

term, then for n large enough, every matrix in Mn(K) is a product of twelve matrices

from f(Mn(K)).

We do not know at present whether scalar matrices should really be excluded in

Theorem 4.6. This is one of the problems that are left open. It is interesting that a

genuinely different problem that arises in Section 3 also involves scalar matrices (see

Question 3.7). We also do not know whether Theorem 4.9 holds for nonconstant polyno-

mials with nonzero constant term (and, on the other hand, we believe that the number

twelve can be lowered).

Acknowledgments. The authors thank Igor Klep and Peter Šemrl for insightful dis-

cussions.

2. Eigenvalues of matrix evaluations of noncommutative rational

functions

For a comprehensive study of the skew field of noncommutative rational functions,

also called the free skew field, we refer to [Coh06]. Analogous to how a (usual) rational

function can be given as a fraction of different pairs of polynomials, a noncommutative

rational function can be given by different formal rational expressions. For example, the

expressions x2(1 − x1x2)
−1x2 and (x−1

1 x−1
2 − 1)−1 represent the same noncommutative

rational function, in the sense that their evaluations agree on all matrix tuples where

arithmetic operations in both expressions can be carried out (that is, where the pertinent

inverses exist). Given r ∈ K (<x )>, let domn r be the domain of r in Mn(K)m, defined

as the union of the domains of all representatives of r (formal rational expressions) in

Mn(K)m [K-VV12, Vol17].

Let Ξ(n, ξ) be an m-tuple of n × n generic matrices, where Ξ(n, ξ)k = (ξkij)
n
i,j=1 ∈

Mn(K[ξ]) and

ξ = (ξkij : 1 ≤ i, j ≤ n, 1 ≤ k ≤ m)

is a tuple of independent commuting indeterminates, viewed as the coordinates of the

affine space Mn(K)m. Let UDn be the universal division K-algebra of degree n generated

by Ξ(n, ξ)1, . . . ,Ξ(n, ξ)m [Row80, Section 3.2].

Lemma 2.1. For every r ∈ K (<x )> there exist δ ∈ N, an affine matrix pencil L =

A0 + A1x1 + · · · + Amxm with Aj ∈ Mδ(K) and b, c ∈ Kδ such that r = ctL−1b holds in

K (<x )>, and

(1) domn r ⊇ {X ∈ Mn(K)m : detL(X) ̸= 0} ≠ ∅

for all n ≥ δ − 1.

Proof. The statement holds by [CR99, Corollary 1.3] and [DM17, Propositions 1.12 and

2.10]. □

Given r ∈ K (<x )>, its representation as r = ctL−1b as in Lemma 2.1 is called a linear

representation or realization of r [CR99] of size δ. Moreover, the linear representation is
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minimal if δ is minimal; by [CR99, Corollary 1.6], a minimal linear representation of r

is unique up to a left-right basis change (and is thus a canonical object representing r).

Remark 2.2. The scope of Lemma 2.1 is restricted to the purpose of this paper; namely, it

ensures the existence of a linear representation of r ∈ K (<x )> (which can be mechanically

constructed from a representative of r [CR99]) and imposes an effective bound on n

for which the invertibility set of L is nonempty [DM17]. However, Lemma 2.1 may be

further strengthened using techniques from control theory. Namely, a minimal linear

representation of r can also be obtained constructively (albeit with considerably more

work) [PV21, Section 2], and the inclusion in (1) is actually an equality when L arises

from a minimal linear representation of r [PV23, Corollary 4.8].

Remark 2.3. Note that for f ∈ K<x>, we have that f vanishes (or is singular) on

Mn(K)m if f vanishes (or is singular) on Mn+1(K)m. On the other hand, for r ∈ K (<x )> it

can happen that r vanishes on domn+1 r ̸= ∅ and r is non-singular on domn r ̸= ∅ [Ber76].

Nevertheless, Lemma 2.1 guarantees that this can only happen for small n (relative to

the minimal size of a linear representation of r).

Lemma 2.4. Let r ∈ K (<x )> \ K have a linear representation of size δ. Then for all

n ≥ 2δ,

(2) {X ∈ dom r : r(X) /∈ K · I}

is a nonempty Zariski open subset of Mn(K)m.

If r ∈ K<x> \K is of degree d, then (2) is nonempty for all n ≥ ⌈d
2
⌉+ 1.

Proof. Let x0 be an auxiliary noncommuting variable. By assumption, (x0r − rx0)
−1 is

a well-defined noncommutative rational function in m + 1 variables. If r = ctL−1b is a

linear representation of size δ, then

(x0r − rx0)
−1 =

(
ctL−1bx0 − ctx0L

−1b
)−1

=
(
1 0 0

) L 0 bx0

0 L b

−ct ctx0 0

−11

0

0

 =: c̃tL̃−1b̃

is a linear representation of size δ̃ = 2δ+1, and (2) contains the projection of domn(x0r−
rx0)

−1 ⊂ Mn(K)m+1 onto its last m components in Mn(K)m, and

domn(x0r − rx0)
−1 ⊇ {X ∈ Mn(K)m+1 : det L̃(X) ̸= 0} ≠ ∅

for n ≥ δ̃ − 1 by [DM17, Propositions 1.12 and 2.10]. Therefore (2) is nonempty for

n ≥ δ̃ − 1; it is also evidently Zariski open.

Lastly, if r is a nonconstant noncommutative polynomial of degree d, then x0r− rx0

is a nonzero polynomial on Mn(K)m for d + 1 ≤ 2n − 1 by [Row80, Lemma 1.4.3]. In

particular, (2) is nonempty (and clearly Zariski open) for n ≥ ⌈d
2
⌉+ 1. □

Lemma 2.5. Let r ∈ K (<x )> with domn r ̸= ∅ and λ ∈ K. If λ is an eigenvalue of r(X)

for all X in a Zariski dense subset of domn r, then r(Ξ(n, ξ)) = λI.
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Proof. By the assumption we have det(r(Ξ(n, ξ))− λI) = 0, so r(Ξ(n, ξ))− λI is a zero

divisor in UDn. Since the latter is a division algebra, if follows r(Ξ(n, ξ)) = λI. □

Let R be a commutative domain, and f ∈ R[t]. The discriminant of f [GKZ94,

Section 12.1.B], disc(f) ∈ R, is a polynomial in the coefficients of f , with the property

that disc(f) = 0 if and only if f has a repeated root in the algebraic closure of the

quotient field of R. This notion is used in the proof of the following is a rational version

of [K-BRZ23, Proposition 1.7] (see also the proof of [BŠ23a, Theorem 4.1]).

Lemma 2.6. Let p ∈ N be a prime, and let r ∈ K (<x )> with domp r ̸= ∅ be such that

r(Ξ(p, ξ)) is not central in UDp. Then

(3) {X ∈ domp r : r(X) has p distinct eigenvalues}

is a nonempty Zariski open subset of Mp(K)m.

Proof. The set (3) is clearly Zariski open; one only needs to show that (3) is nonempty.

Let Zp denote the center of UDp, and let F be the Zp-subfield of UDp generated by

r(Ξ(p, ξ)). Then the inclusions Zp ⊂ F ⊂ UDp are strict; the first one because r(Ξ(p, ξ))

is not central, and the second one because F is commutative and UDp is not. Since

p is prime and UDp has dimension p2 over Zp, it follows that F has dimension p over

Zp. Let χ ∈ Zp[t] be the characteristic polynomial of r(Ξ(p, ξ)). Then degχ = p and

χ is also the minimal polynomial of r(Ξ(p, ξ)). Furthermore, χ is irreducible over Zp

since F ∼= Zp[t]/(χ) is a field. Since K has characteristic 0, Zp is a perfect field, so χ is

separable and has only simple roots in its splitting field. Therefore disc(χ) is a nonzero

element of Zp. Since K is infinite, there exists X ∈ domp r such that disc(χ)|Ξ(p,ξ)=X ̸= 0.

Hence χ|Ξ(p,ξ)=X has p distinct roots, so r(X) has p distinct eigenvalues. □

Lemma 2.7. Let R, S be domains containing K, and f ∈ R[t], g ∈ S[t] without roots in

K. For fg = f · g ∈ (R⊗K S)[t] we have disc(fg) ̸= 0 if and only if disc(f) disc(g) ̸= 0.

Proof. Throughout the proof we identify f = f ⊗1, g = 1⊗ g ∈ (R⊗K S)[t]. By [GKZ94,

Section 12.1.B] we have

disc(fg) = (−1)deg f deg g disc(f) disc(g) res(f, g)2,

where res(f, g) is the resultant of f and g [GKZ94, Section 12.1.A]. SinceK is algebraically

closed, R ⊗K S is a domain (see e.g. [Sha13, Theorem 1.6 and Example 1.1.10]). Let

F1, F2, F be algebraic closures of the quotient fields of R, S,R ⊗K S, respectively; note

that F1 ⊗K F2 embeds into F . The roots of polynomials f and g lie in (F1 ⊗ 1) \K and

(1⊗ F2) \K, respectively. In particular, f and g have no common roots, so res(f, g) ̸= 0

by [GKZ94, Section 12.1.A]. □

The next result shows that nonconstant noncommutative polynomials and rational

functions eventually attain values with pairwise distinct eigenvalues (for a stronger con-

jecture, see [K-BRZ23, Problem 1.4]).

Theorem 2.8. Let r ∈ K (<x )> \K admit a linear representation of size δ, and let p < q

be primes larger than 2δ. Then for every n ≥ (p− 1)(q − 1),

(4) {X ∈ domn r : r(X) has n distinct eigenvalues}
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is a nonempty Zariski open subset of Mn(K)m.

Proof. By Lemma 2.4, r(Ξ(n, ξ)) is a well-defined non-central element of UDn for every

n ≥ 2δ. Since Zariski openness is evident, it suffices to show that (4) is nonempty. The

discriminants of the characteristic polynomials of r(Ξ(p, ξ)) and r(Ξ(q, ξ)) are nonzero

by Lemma 2.6. If n ≥ (p−1)(q−1), then n can be expressed as ap+ bq for some a, b ∈ N
by Sylvester’s theorem [Alf05, Theorem 2.1.1]. Let a, b ∈ N be arbitrary, and consider

the tuple of block diagonal matrices

Ξ := Ξ(p, ξ(1))⊕ · · · ⊕ Ξ(p, ξ(a))⊕ Ξ(q, ξ(a+1))⊕ · · · ⊕ Ξ(q, ξ(a+b))

over K[ξ(1)]⊗K · · · ⊗K K[ξ(a+b)]. Then

r(Ξ) = r
(
Ξ(p, ξ(1))

)
⊕ · · · ⊕ r

(
Ξ(p, ξ(a))

)
⊕ r

(
Ξ(q, ξ(a+1))

)
⊕ · · · ⊕ r

(
Ξ(q, ξ(a+b))

)
,

and the characteristic polynomial of r(Ξ) is a product of the characteristic polynomials

of r
(
Ξ(p, ξ(i))

)
for i = 1, . . . , a and r

(
Ξ(q, ξ(j))

)
for j = 1, . . . , b. None of these have a

root in K by Lemma 2.5. Therefore the discriminant of the characteristic polynomial χ of

r(Ξ) is nonzero by Lemma 2.7. Since K is infinite, there exists a tuple of block-diagonal

matrices X ∈ domap+bq r such that disc(χ)|Ξ=X ̸= 0. Hence r(X) has ap + bq distinct

eigenvalues, so (4) is nonempty for n = ap+ bq. □

Remark 2.9. Using Bertrand’s postulate [NZM91, Theorem 8.7], one concludes that (4)

is nonempty for all n ≥ (2δ − 3− 1)(2(2δ − 3)− 3− 1) = 4(δ − 2)(2δ − 5).

Corollary 2.10. Let r be a nonconstant noncommutative rational function. For all n

large enough, the set Or ⊆ Mn(K)m where r attains values with distinct and nonzero

eigenvalues is Zariski open and nonempty.

Proof. Let n ∈ N be large enough so that the conclusion of Theorem 2.8 holds. Then the

set O1 ⊆ Mn(K)m where r attains values with distinct eigenvalues is Zariski open and

nonempty. In particular, r is not constantly zero on Mn(K)m; since UDn is a division ring,

the set O2 ⊆ Mn(K)m where r attains invertible values is Zariski open and nonempty.

Therefore Or = O1 ∩ O2 is also Zariski open and nonempty. □

Corollary 2.11. Let f be a nonconstant noncommutative polynomial. For all n large

enough, the set Of ⊆ Mn(K)m where f attains values with distinct and nonzero eigen-

values is Zariski open and nonempty.

More precisely, the statement is valid for n ≥ (p−1)(q−1) where p < q are primes larger

than ⌈deg f
2

⌉.

Proof. The improved lower bound on n follows from using the part of Lemma 2.4 referring

to noncommutative polynomials at the beginning of the proof of Theorem 2.8. □

Remark 2.12. Recall that a polynomial f ∈ K<x> is said to be a polynomial identity

of Mn(K) if f(X) = 0 for every X ∈ Mn(K)m. If f(X) is always a scalar matrix, but

f is not a polynomial identity, then f is said to be central for Mn(K). It is obvious

that the conclusion of Corollary 2.11 does not hold for polynomial identities and central

polynomials. One may wonder whether these are the only polynomials that have to be

excluded, and, accordingly, whether the assumption that n must be large enough is too
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restrictive. This is not the case. Recall further that g ∈ K<x> is 2-central for Mn(K) if

g2 is central for Mn(K), but g is not. For example, [x1, x2] is 2-central for M2(K). It is

known that 2-central polynomials for Mn(K) exist for various large (even) n [K-BMR16,

Proposition 1]. Observe that the evaluations of a 2-central polynomial have at most two

distinct eigenvalues. We may also consider more general k-central polynomials, as well

sums of these and central polynomials. This justifies the assumption in Corollary 2.11

(and hence also in Theorem 2.8) that n must be large enough. On the other hand, this

assumption is superfluous for multilinear polynomials [K-BMR16, Theorem 3].

3. The linear Waring problem

We first record an elementary lemma, which was implicitly already noticed in [BŠ23a].

Lemma 3.1. Let D ∈ Mn(K) be a matrix with n distinct eigenvalues λ1, . . . , λn. Then

every matrix in sln(K) is a difference of two matrices similar to D.

Proof. By [HJ85, Section 2.2, Problem 3], every matrix in M ∈ sln(K) is similar to a

matrix all of whose diagonal entries are zero. Therefore M = Q(N1 − N2)Q
−1 for some

Q ∈ GLn(K), an upper-triangular matrix N1 with diagonal entries λ1, . . . , λn, and a

lower-triangular matrix N2 with diagonal entries λ1, . . . , λn. Observe that QN1Q
−1 and

QN2Q
−1 are similar to D. □

Our first application of Theorem 2.8 is the following theorem.

Theorem 3.2. For every nonconstant r ∈ K (<x )> and large enough n ∈ N,

sln(K) ⊆ r(domn r)− r(domn r).

Proof. Given r, let n ∈ N be large enough so that the conclusion of Theorem 2.8

holds; that is, there exists X ∈ domn r such that r(X) has n distinct eigenvalues

λ1, . . . , λn. Take M ∈ sln(K). By Lemma 3.1, there exist P1, P2 ∈ GLn(K) such that

M = P1r(X)P−1
1 − P2r(X)P−1

2 , and hence M = r(P1 XP−1
1 )− r(P2XP−1

2 ). □

As mentioned in the introduction, the special case of Theorem 3.2 where r = f ∈
K<x> gives a positive answer to [BŠ23a, Question 4.8]. Observe that if f is a sum of

commutators in K<x>, then all matrix evaluations of f consist of trace zero matrices.

This justifies the restriction to sln(K) in the conclusion of Theorem 3.2. It is natural to

ask what can be said if f is not a sum of commutators. To give a (partial) answer, we

first record the following lemma.

Lemma 3.3. Let λ1, . . . , λn be distinct elements in K having nonzero sum. Then every

nonscalar matrix A ∈ Mn(K) with nonzero trace can be written as A = α(D1 + D2),

where α ∈ K and D1, D2 are matrices similar to diag(λ1, . . . , λn).

Proof. Let α ∈ K be such that 2α(λ1 + · · ·+ λn) is equal to the trace of A. By [BŠ23b,

Lemma 2.8], there exists a matrix which is similar to A and whose diagonal entries are

2αλ1, . . . , 2αλn. Therefore, there is no loss of generality in assuming that 2αλ1, . . . , 2αλn

are the diagonal entries of A. Write

A = diag(2αλ1, . . . , 2αλn) + U + L,
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where U is a strictly upper triangular matrix and L is a strictly lower diagonal matrix.

We remark that α ̸= 0 since A has nonzero trace. Note that the matrices

D1 = diag(λ1, . . . , λn) + α−1U, D2 = diag(λ1, . . . , λn) + α−1L

are similar to diag(λ1, . . . , λn) and A = α(D1 +D2). □

Remark 3.4. The assumption that A is nonscalar is necessary. In fact, the identity I

is not always a linear combination of two matrices similar to diag(λ1, . . . , λn). Indeed,

I = βD1 + γD2 implies that the spectrum of I − βD1 is equal to the spectrum of γD2,

that is, {1 − βλ1, . . . , 1 − βλn} = {γλ1, . . . , γλn}. It is easy to find λi’s for which there

are no such β, γ.

Let f ∈ K<x>. We simplify the notation and write f(Mn(K)) for f(Mn(K)m). More

generally, for any algebra A, we write f(A) for f(Am). We call f(A) the image of f in

A. Note that f(A) is closed under conjugation by invertible elements in A.

Theorem 3.5. If a polynomial f is not a sum of commutators, then, for n large enough,

every nonscalar matrix in Mn(K) is a linear combination of two matrices from f(Mn(K)).

Proof. We claim that for n large enough, f(Mn(K)) contains a matrix with nonzero trace.

Since f is not a sum of commutators, [BK09, Corollary 4.7] tells us that there exists a

natural number n0 such that f(Mn0(K)) contains a matrix with nonzero trace. If f has

constant term zero, this readily implies that the same is true for f(Mn(K)) for every

n ≥ n0. If, however, f has a nonzero constant term, then obviously f(0, . . . , 0) has

nonzero trace for each n.

Thus, for n large enough, the tuples in Mn(K)m in which f attains a matrix with

nonzero trace form a nonempty Zariski open subset of Mn(K)m. Corollary 2.11 shows

that for n large enough, the tuples in Mn(K)m in which f attains a matrix with n

distinct eigenvalues also form a nonempty Zariski open subset of Mn(K)m. Their inter-

section is therefore nonempty. Thus, for n large enough, f(Mn(K)) contains a matrix D

with nonzero trace and n distinct eigenvalues. Since f(Mn(K)) is closed under conjuga-

tion with invertible matrices, we may assume that D is a diagonal matrix. Lemma 3.3

therefore shows that every nonscalar matrix in Mn(K) having nonzero trace is a scalar

multiple of the sum of two matrices similar to D. By Lemma 3.1, every trace zero matrix

in Mn(K) is a difference of two matrices similar to D. Since matrices similar to D belong

to f(Mn(K)), this proves the corollary. □

Remark 3.6. Taking a polynomial like f = 1+ [x, y] we see that one really has to involve

linear combinations, i.e., sums and differences are insufficient.

If f attains a nonzero value in scalars (i.e., f(α1, . . . , αm) ̸= 0 for some αj ∈ K), in

particular if f has nonzero constant term, then we can omit “nonscalar” in the statement

of Theorem 3.5. We leave the general case as an open problem.

Question 3.7. Does the conclusion of Theorem 3.5 also hold for scalar matrices?

What can be said is the following.
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Corollary 3.8. If a polynomial f is not a sum of commutators, then, for n large enough,

every matrix in Mn(K) is a linear combination of three matrices from f(Mn(K)).

Proof. As noticed at the beginning of the proof of Theorem 3.5, f(Mn(K)) contains a

matrix A with nonzero trace. Since every matrix in Mn(K) is a linear combination of A

and a traceless matrix, the desired conclusion follows from Theorem 3.2. □

In view of Theorem 3.2, Question 3.7 can be equivalently asked as follows: Given

any nonconstant polynomial f , is the set of linear combinations of two matrices from

f(Mn(K)) a vector space for all large enough n? We remark that [BŠ23a, Theorem 1.2]

shows that the restriction to large enough n is necessary here.

In our last theorem of this section we will consider algebras more general than Mn(K).

Here, by an algebra we mean a unital, associative and not necessarily commutative

algebra over K. We first record an elementary lemma.

Lemma 3.9. Let A be an algebra, let λ1, . . . , λm be distinct elements in K, and let

d = diag(λ11, . . . , λm1) ∈ Mm(A), where 1 stands for the unity of A. If b is an upper

triangular (resp. lower triangular) matrix in Mm(A) with the same diagonal as d, then

there exists an upper triangular (resp. lower triangular) matrix t ∈ Mm(A) with 1’s on

the diagonal such that b = tdt−1.

The lemma can be easily proved by induction on m or directly. We leave the details

to the reader.

Recall that a matrix over a field has trace zero if and only if it is a commutator of

two matrices [AM57]. When considering matrices over algebras that are not fields, the

role of trace zero matrices are therefore played by commutators.

Theorem 3.10. Let A be an algebra over K such that A ∼= M2(A). If f is a nonconstant

polynomial, then every commutator in A is a sum of seven elements from f(A)− f(A).

Proof. Observe that A ∼= M2(A) implies that A ∼= M2n(A) for every positive integer

n. By Corollary 2.11, there exists a positive integer n such that f(M2n(K)) contains a

diagonal matrix diag(λ1, . . . , λ2n) with distinct λi. In light of the natural embedding of

M2n(K) into M2n(A), this implies that f(M2n(A)) contains the diagonal matrix

d = diag(λ11, . . . , λ2n1) ∈ M2n(A).

Since f(M2n(A)) is closed under conjugation with invertible elements, Lemma 3.9

shows that f(M2n(A)) contains all matrices of the form d+ u where u is a strictly upper

triangular matrix in M2n(A), as well as all matrices of the form d+ ℓ where ℓ is a strictly

lower triangular matrix in M2n(A). Therefore,

u− ℓ ∈ f(M2n(A))− f(M2n(A)),

meaning that f(M2n(A)) − f(M2n(A)) contains all matrices in M2n(A) that have zeros

on the diagonal. In particular, all matrices [ 0 a
b 0 ] with a, b ∈ M2n−1(A) are contained in

f(M2n(A))− f(M2n(A)).
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In view of our assumption onA, we may replace M2n−1(A) byA in the last statement.

Thus, f(M2(A)) − f(M2(A)) contains the subspace S of M2(A) consisting of matrices

[ 0 a
b 0 ] with a, b ∈ A. Take a commutator k ∈ M2(A). We have

k =

[
a b

c d

] [
e f

g h

]
−
[
e f

g h

] [
a b

c d

]
=

[
ae− ea+ bg − fc 0

0 dh− hd− gb+ cf

]
+ s

where s ∈ S. Using that [ 1 x
0 1 ]

−1 = [ 1 −x
0 1 ] for every x ∈ A, it follows that

k =

[
1 1

0 1

] [
0 0

ae 0

] [
1 1

0 1

]−1

+

[
1 −e

0 1

] [
0 0

a 0

] [
1 −e

0 1

]−1

+

[
1 b

0 1

] [
0 0

g 0

] [
1 b

0 1

]−1

+

[
1 −f

0 1

] [
0 0

c 0

] [
1 −f

0 1

]−1

+

[
1 −1

0 1

] [
0 0

dh 0

] [
1 −1

0 1

]−1

+

[
1 d

0 1

] [
0 0

h 0

] [
1 d

0 1

]−1

+ s′

where s′ ∈ S. Each of the first six terms is a conjugate of a matrix from S. As S ⊆
f(M2(A))− f(M2(A)) and f(M2(A))− f(M2(A)) is closed under conjugation, it follows

that k is a sum of seven elements from f(M2(A)) − f(M2(A)). Since A ∼= M2(A), this

completes the proof. □

We point out two cases to which Theorem 3.10 applies. The first corollary is a version

of [Bre20, Corollary 3.15] which imposes milder conditions on K, but in which the role

of seven is played by a certain four-digit number.

Corollary 3.11. Let V be an infinite-dimensional vector space over K. If f is a non-

constant polynomial, then every element in A = EndF (V ) is a sum of seven elements

from f(A)− f(A).

Proof. From V ∼= V ⊕V we obtainA ∼= M2(A). Since every element inA is a commutator

[Mes, Proposition 12], the desired conclusion follows from Theorem 3.10. □

By B(X) we denote the algebra of all continuous linear operators on a Banach space

X. If X ∼= X ⊕X, then A = B(X) satisfies A ∼= M2(A). Thus the following corollary

holds.

Corollary 3.12. Let X be a Banach space such that X ∼= X ⊕X. If f is a nonconstant

polynomial, then every commutator in A = B(X) is a sum of seven elements from

f(A)− f(A).

Infinite-dimensional Hilbert spaces H certainly satisfy H ∼= H ⊕ H, but for them

Corollary 3.12 is not entirely new; see [Bre20, Corollary 3.17] and [BŠ23a, Theorem 4.2]

(since every operator in B(H) is a sum of two commutators [Hal54], the conclusions of

these two results are not restricted to commutators). Corollary 3.12 may thus be viewed

as a generalization from Hilbert spaces to Banach spaces X isomorphic to their square

X ⊕X. This actually covers most Banach spaces. In fact, the first infinite-dimensional
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Banach space not isomorphic to its square was discovered only in 1960 [BP60], thereby

answering a problem posed by Banach in 1932.

It is unlikely that the number seven from the last three results is the least possible.

Question 3.13. What is the smallest number that can replace the number seven in The-

orem 3.10 and Corollaries 3.11 and 3.12?

4. The mutiplicative Waring problem

We write K× for the group of all nonzero scalar matrices. Our first result in this

section is the multiplicative analog of Theorem 3.2.

Theorem 4.1. For every nonconstant r ∈ K (<x )> and large enough n ∈ N,

SLn(K) \K× ⊆ r(domn r) · r(domn r)
−1.

Proof. Let n ∈ N be large enough so that the conclusion of Corollary 2.10 holds. Then

there existsX ∈ domn r such that r(X) has n distinct and nonzero eigenvalues λ1, . . . , λn.

Take M ∈ SLn(K) \ K×. By [Sou86, Theorem 1] there exists matrices N1, N2 ∈
GLn(K) with eigenvalues λ1, . . . , λn such that M = N1N

−1
2 . For j = 1, 2 there exists

Pj ∈ GLn(K) such that Nj = Pjr(X)P−1
j . Then M = r(P1XP−1

1 )r(P2XP−1
2 )−1. □

We do not know whether the exclusion of K× is necessary.

Question 4.2. Is (in Theorem 4.1) SLn(K)∩K× also contained in r(domn r)·r(domn r)
−1?

Since the identity matrix is trivially contained in r(domn r) ·r(domn r)
−1, the follow-

ing corollary to Theorem 4.1 holds.

Corollary 4.3. For every nonconstant r ∈ K (<x )> and large enough n ∈ N,

GLn(K) ⊆ K× · r(domn r) · r(domn r)
−1.

In the rest of the section we consider the multiplicative Waring problem for noncom-

mutative polynomials. We start with an auxiliary result.

Proposition 4.4. Let f ∈ K<x> and n ∈ N be such that f is not constant on Mn(K)m.

Then det f(Mn(K)) = K.

Proof. It suffices to see that det f(Ξ(n, ξ)) ∈ K[ξ] is a nonconstant polynomial. Suppose

det f(Ξ(n, ξ)) = α ∈ K. By the Cayley-Hamilton theorem, f(Ξ(n, ξ)) · p = α for a trace

polynomial p. The algebra of trace polynomials [Pro76, Section 2] is graded by degree,

and has no zero divisors. Let f̃ and p̃ be the homogeneous components of f(Ξ(n, ξ)) and

p, respectively, of highest degree. Since f is not constant on Mn(K)m, we have deg f̃ > 0.

Then f(Ξ(n, ξ)) ·p = α implies f̃ · p̃ = 0, and so p̃ = 0. Hence p = 0, and therefore α = 0.

Thus f(Ξ(n, ξ)) is not invertible in UDn, which is a division ring. Hence f(Ξ(n, ξ)) = 0,

contradicting the assumption that f is not constant. □

Example 4.5. Let r = x1x2x
−1
1 x−1

2 ∈ K (<x )>. Then r is nonconstant (and in particular

attains values with pairwise distinct eigenvalues by Theorem 2.8), but det r(X) = 1 for

every X ∈ domn r and n ∈ N.
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Theorem 4.6. For all nonconstant f, g ∈ K<x> and large enough n ∈ N,

GLn(K) \K× ⊆ f(Mn(K)) · g(Mn(K)).

Proof. Let n ∈ N be large enough so that the conclusion of Corollary 2.11 holds for both

f and g. By Corollary 2.10, the set Of ⊆ Mn(K)m where f attains values with distinct

and nonzero eigenvalues is Zariski open and nonempty. The set det f(Of ) is constructible

in K by Chevalley’s theorem [Har92, Theorem 3.16]. In particular, det f(Of ) is either

finite or cofinite in K. The first case would contradict det f(Mn(K)) = K which holds by

by Proposition 4.4, so det f(Of ) is cofinite in K. Of course, for an analogously defined

set Og, det g(Og) is also cofinite in K.

Take M ∈ GLn(K) \ K×. Since K \ det f(Of ) and K \ det g(Og) are finite, there

exist X1, X2 ∈ O such that detM = det f(X1) det g(X2). By [Sou86, Theorem 1],

there are matrices N1, N2 ∈ GLn(K) such that M = N1N2, eigenvalues of N1 coincide

with those of f(X1), and eigenvalues of N2 coincide with those of g(X2). Therefore

M = f(P1XP−1
1 )g(P2XP−1

2 ) for suitable P1, P2 ∈ GLn(K). □

Question 4.7. Is (in Theorem 4.6) K× also contained in f(Mn(K)) · g(Mn(K))?

At least we know that three factors are sufficient for covering the whole GLn(K).

Corollary 4.8. For all nonconstant f, g, h ∈ K<x> and large enough n ∈ N,

GLn(K) ⊆ f(Mn(K)) · g(Mn(K)) · h(Mn(K)).

Proof. Let n be large enough so that the conclusion of Theorem 4.6 holds for f and g

as well as the conclusion of Corollary 2.10 holds for h. Let A1 ∈ h(Mn(K)) be a matrix

that has n distinct and nonzero eigenvalues, and let A2 be a matrix that is similar to

but linearly independent with A1. Note that A2 also lies in h(Mn(K)). By Theorem

4.6, f(Mn(K)) · g(Mn(K)) ·Ai contains all matrices from GLn(K) besides possibly scalar

multiples of Ai, i = 1, 2. This readily implies the desired conclusion. □

It would be desirable to also cover singular matrices by products of the images of

polynomials. In our final result we will obtain a result of such kind, however, by restricting

to polynomials that have a root in scalars. By this we mean that there exist αj ∈ K such

that f(α1, . . . , αm) = 0. This obviously holds if f has zero constant term.

Theorem 4.9. If a nonzero polynomial f has a root in scalars, then for n large enough,

every matrix in Mn(K) is a product of twelve matrices from f(Mn(K)).

Proof. By Corollary 4.8, there exists an N0 ≥ 1 such that for every n ≥ N0, every

invertible matrix in Mn(K) is a product of three matrices from f(Mn(K)). Set N = 2N0

and take n ≥ N . Since every matrix in Mn(K) is a product of two diagonalizable matrices

[Bot98], it is enough to show that every diagonalizable matrix D ∈ Mn(K) is a product

of six matrices from f(Mn(K)).

Write k for the rank of D. Since f(Mn(K)) is closed under conjugation by invertible

matrices, we may assume that

D = diag(λ1, . . . , λk, 0, . . . , 0)
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where λi are nonzero elements in K (so there are n− k zeros).

Assume first that k ≥ N0. We claim that in this case D is actually a product of three

matrices from f(Mn(K)) (since this in particular implies that the identity matrix I is a

product of three matrices from f(Mn(K)), D = DI is then a product of six matrices from

f(Mn(K)), as desired). As we know, our assumption on N0 implies that diag(λ1, . . . , λk)

is a product of three matrices from f(Mk(K)):

diag(λ1, . . . , λk) = f(A11, . . . , A1m) · f(A21, . . . , A2m) · f(A31, . . . , A3m)

with Aij ∈ Mk(K). Let αi ∈ K be such that f(α1, . . . , αm) = 0. Setting

A′
ij =

[
Aij 0

0 αjIn−k

]
∈ Mn(K),

where In−k is the (n − k) × (n − k) identity matrix and the zeros are blocks of the

appropriate size, we have

D = f(A′
11, . . . , A

′
1m) · f(A′

21, . . . , A
′
2m) · f(A′

31, . . . , A
′
3m),

proving our claim.

Now consider the case where k < N0. Set

D1 = diag(λ1, . . . , λk, 1, . . . , 1, 0, . . . , 0)

where 1 occurs N0 − k times and 0 occurs n−N0 times, and

D2 = diag(1, . . . , 1, 0, . . . , 0, 1, . . . , 1)

where 1 occurs k times in the first sequence, 0 occurs N0 − k times, and 1 occurs n−N0

times in the last sequence. Since D1 and D2 are diagonal matrices of rank N0 and

n−N0+k ≥ N0, respectively, each of them is a product of three matrices from f(Mn(K)).

Hence, D = D1D2 is a product of six matrices from f(Mn(K)). □

Question 4.10. What is the smallest number that can replace the number twelve in

Theorem 4.9?

Remark 4.11. Observe that if g is 2-central for Mn(K), then f = g3 satisfies f(Mn(K)) ⊆
GLn(K) ∪ {0}. This may be viewed as a justification for the assumption in Theorem 4.9

that n must be large enough (compare Remark 2.12).

Question 4.12. Does Theorem 4.9 hold for all nonconstant polynomials f?

Remark 4.13. Question 4.12 is related to the following one by Leonid Makar-Limanov:

Given a nonconstant f ∈ K<x> let ρn = min rk f(Mn(K)) for n ∈ N; is it true that

lim infn
ρn
n
= 0? As observed by Makar-Limanov, an affirmative answer to this question

implies that the principal ideal in K<x> generated by f is proper. The latter seemingly

innocuous statement turns to be always true if K has characteristic 0 (by the existence

of an algebraically closed skew field constructed by Makar-Limanov [M-L]), but remains

open for K with positive characteristic. On the other hand, even in characteristic 0,

Makar-Limanov’s question is compelling to the free analysis community, as its affirmative

answer would mitigate the fact that not every nonconstant noncommutative polynomial

has a matrix root.
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As the proof of Theorem 4.9 indicates, a crucial obstruction to answering Question

4.12 is a lack of grasp on low-rank values of noncommutative polynomials. To inspire

further work in this direction, we pose the following refinement of Makar-Limanov’s

question.

Question 4.14. If f ∈ K<x> is not constant on n × n matrices, does there exist X ∈
Mn(K)m such that rk f(X) ≤ 1?
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[BK09] M. Brešar, I. Klep: Values of noncommutative polynomials, Lie skew-ideals and tracial Nullstel-

lensätze, Math. Res. Lett. 16 (2009) 605–626. 8
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