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Abstract. Quantum Max Cut (QMC) problem for systems of qubits is an example of

a 2-local Hamiltonian problem, and a prominent paradigm in computational complexity

theory. This paper investigates the algebraic structure of a higher-dimensional analog of

the QMC problem for systems of qudits. The Quantum Max d-Cut (d-QMC) problem

asks for the largest eigenvalue of a Hamiltonian on a graph with n vertices whose edges

correspond to swap operators acting on (Cd)⊗n. The algebra generated by the swap

operators is identified as a quotient of a free algebra modulo symmetric group relations

and a single additional relation of degree d. This presentation leads to a tailored hi-

erarchy of semidefinite programs, leveraging noncommutative polynomial optimization

(NPO) methods, that converges to the solution of the d-QMC problem. For complete

bipartite graphs, exact solutions for the d-QMC problem are derived using the repre-

sentation theory of symmetric groups and Littlewood-Richardson coefficients. This in

particular includes the d-QMC problem for clique and star graphs on n vertices, for

all d and n. Lastly, the paper addresses a refined d-QMC problem focused on finding

the largest eigenvalue within each isotypic component (irreducible block) of the graph

Hamiltonian. It is shown that the spectrum of the star graph Hamiltonian distinguishes

between isotypic components of the 3-QMC problem. For general d, low-degree relations

for separating isotypic components are presented, enabling adaptation of the global NPO

hierarchy to efficiently compute the largest eigenvalue in each isotypic component.
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1. Introduction

The local Hamiltonian problem is a renowned problem in quantum computational com-

plexity theory. It involves determining the largest (or smallest) eigenvalue of a given self-

adjoint matrix H. The input matrix H acts on a space of n qubits and is hence of size

2n × 2n. It is expressed as a sum of local terms, i.e., for a chosen k ≤ n,

H =
∑

S⊆{1,...,n}
|S|=k

HS.

Here each HS acts nontrivially only on a subset (of S) of at most k qubits. Such an H is

called a k-local Hamiltonian.

The general k-local Hamiltonian problem is hard to solve; in fact, it belongs to the

Quantum Merlin Arthur (QMA)-hard complexity class [KSV02, KKR06], which is a

quantum analog of the NP-hard class. Hence, it is easier to approach by considering

its specific instances, either by computing exact arithmetic solutions [LM62] or designing

efficient (polynomial-time) high-precision algorithms to approximate the largest eigen-

value [LVV15]. Additional work was done on approximating the maximum eigenvalue up

to a constant factor [GK12, BH13, BGKT19, HM17], and exploring hardness of computing

ground space properties [GH24+].

We investigate generalizations of the Quantum Max Cut (QMC) problem, which is a

special instance of the 2-local Hamiltonian problem, and was named by Gharibian and

Parekh [GP19] as a quantum analog of the classical Max Cut problem for the Ising model

(Section 1.1). The QMC problem naturally arises in physics as it seeks the ground state

energy of the anti-ferromagnetic Heisenberg model for a system of interacting particles.

The latter is used to describe magnetic properties of insular crystals, under the assump-

tion that only the interactions of neighbor electrons in a lattice are significant (2-locality)

[Aue94, BDZ08]. The QMC problem has recently become popular within the field of com-

putational complexity theory. It is a simple prototype of a QMA-complete problem [PM17]

and can hence be used for designing approximation algorithms to solve other QMA-hard

problems [AMG20, PT21, PT22+, Lee22, Kin23]. Arithmetic solutions to the QMC prob-

lem are known for certain families of graphs, such as complete bipartite graphs [LM62]

and one-dimensional chains [LM16]. More recently, second order cone relaxations of the

QMC capable of providing approximations for large graphs were introduced [HTPG24+].

The main objects used to define the QMC Hamiltonian are the Pauli matrices

(Pauli) σX =

[
0 1

1 0

]
, σY =

[
0 −i

i 0

]
, σZ =

[
1 0

0 −1

]
.

Together with the identity σI := I, they form a basis for M2(C). For fixed n let

σk
W = I2 ⊗ · · · ⊗ I2︸ ︷︷ ︸

k−1

⊗σW ⊗ I2 ⊗ · · · ⊗ I2︸ ︷︷ ︸
n−k

∈ M2(C)⊗n = M2n(C)

with W ∈ {X, Y, Z} and k ∈ N. Now

(1.1) {σ1
W1

σ2
W2

· · ·σn
Wn

| Wj ∈ {I,X, Y, Z}}

is a basis for M2n(C).
A QMC Hamiltonian pertains to a given graph G on say n vertices. We denote by

V(G) the vertex set of G and by E(G) the edge set of G.
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Definition 1.1. Let G be a graph on n vertices and edge weights {wij | (i, j) ∈ E(G)}.
The Quantum Max Cut (QMC) Hamiltonian is defined as

(HG) HG =
∑

(i,j)∈E(G)

wij

(
I − σi

Xσ
j
X − σi

Y σ
j
Y − σi

Zσ
j
Z

)
∈ M2n(C)sa.

The Quantum Max Cut (QMC) problem is about finding the largest eigenvalue of the

QMC Hamiltonian HG; that is, the ground state energy of −HG.

1.1. Connection to the classical Max Cut. The QMC problem is named after the

classical Max Cut (MC) problem [BPT13] of partitioning the vertices of a given graph into

two sets such that the number or weight of the edges between the two sets is maximized.

Equivalently, if the given graph G has edge set E(G) and edge weights wij ≥ 0, maximize∑
(i,j)∈E(G)

wij
1− xixj

2

over all possible evaluations at xi ∈ {±1}. Note that the MC problem is equivalent to the

“diagonal” modification of the QMC problem, where the σi
Xσ

j
X and σi

Y σ
j
Y terms in (HG)

are dropped. Alternatively, while the QMC problem seeks the ground state energy of the

Heisenberg XXX model, classical MC problem seeks the ground state energy of the Ising

model (without an external field).

Solving the MC problem in general is NP-hard, thus several approximation algo-

rithms were developed. The most famous approximation algorithm is by Goemans and

Williamson [GW95], and is based on semidefinite programming (SDP) [BPT13]. It can

be understood as the first level of Lasserre’s Moment-SOS (Sum-of-Squares) hierarchy of

SDP relaxations [Lse01] (see also [Lau09, HKL20, Nie23]) that give a converging sequence

of upper bounds to the exact solution of the MC problem. Raghavendra [Rag08, Rag09]

showed, assuming the Unique Games Conjecture of Khot [Kho02], that no polynomial-

time algorithm for the MC problem is better than the Goemans-Williamson algorithm

(unless P=NP).

1.2. Quantum Max Cut. To tackle the QMC problem, the algebraic structure of the

QMC Hamiltonian is investigated in [BCEHK24, TRZ23+]. This approach starts by

rephrasing HG in terms of the swap matrices Swapij.
1

Definition 1.2. For fixed n and 1 ≤ i < j ≤ n, the swap matrix Swapij ∈ M2n(C) is

defined by sending any rank one tensor

v1 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vj ⊗ · · · ⊗ vn ∈ (C2)⊗n

to the rank one tensor

v1 ⊗ · · · ⊗ vj ⊗ · · · ⊗ vi ⊗ · · · ⊗ vn ∈ (C2)⊗n,

where vk ∈ C2.

One can directly compute that any swap matrix Swapij is expressed in terms of the

Pauli matrices as

(1.2) Swapij =
1

2
(I + σi

Xσ
j
X + σi

Y σ
j
Y + σi

Zσ
j
Z).

1Physics literature often calls these SWAP or exchange operators [NC10].
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Using (1.2), the QMC Hamiltonian (HG) can be expressed in terms of the swap matrices

rather than the Pauli matrices (1.1).

Proposition 1.3. The QMC Hamiltonian from (HG) is given in terms of the swap ma-

trices Swapij as

(1.3) HG =
∑

(i,j)∈E(G)

2wij(I − Swapij).

1.3. Swap matrices on general qudit spaces. In this article we consider the QMC

problem on qudits instead of qubits. As qudits store more information than qubits,

systems of interacting qudits are a natural framework for quantum computing with less

resources [WHSK20]. Here, the swap matrices Swap
(d)
ij act on (Cd)⊗n for some d ≥ 2. In

analogy with the d = 2 case, they act as transpositions on n-qudit states.

Definition 1.4. For fixed n and 1 ≤ i < j ≤ n, the (qudit) swap matrix Swap
(d)
ij is

defined by its action on rank one tensors as

Swap
(d)
ij (v1 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vj ⊗ · · · ⊗ vn) = v1 ⊗ · · · ⊗ vj ⊗ · · · ⊗ vi ⊗ · · · ⊗ vn

for any v1, . . . , vn ∈ Cd.

The action of swap matrices on qudits yields a representation ρ
(d)
n of Sn on (Cd)⊗n

defined by

ρ(d)n (π)(v1 ⊗ · · · ⊗ vn) = vπ−1(1) ⊗ · · · ⊗ vπ−1(n).

We denote the image ρ
(d)
n

(
C[Sn]

)
, which is a subalgebra of Mdn(C), by MSwd

n (C). It is

called the d-swap algebra. Guided by the expression (1.3) of the QMC Hamiltonian in

terms of the swap matrices, one can define the Quantum Max d-Cut Hamiltonian via the

qudit swap matrices Swap
(d)
ij .

Definition 1.5. Let G be a graph on n vertices and edge weights {wij | (i, j) ∈ E(G)}.
The Quantum Max d-Cut (d-QMC) Hamiltonian is defined as

(Hd
G) Hd

G =
∑

(i,j)∈E(G)

2wij

(
I − Swap

(d)
ij

)
.

The d-QMC problem again asks for the largest eigenvalue of the d-QMC Hamiltonian

Hd
G in (Hd

G). The problem is motivated by determining ground state energies of SU(d)-

Heisenberg models on lattices [KT07, BAMC09, PM21]. While the QMC problem is

the quantum analog of the classical MC problem, the d-QMC problem is the quantum

analog of the d-MC problem pertaining to maximal d-colorable subgraphs, and the anti-

ferromagnetic d-state Potts model [FJ97]. The d-QMC problem was first considered in

this context by [CJKKW23+] in 2023. There the authors define the d-QMC Hamiltonian

with the use of the Gell-Mann matrices, which are a generalization of the Pauli matrices

to any size d× d. We give more insight into this approach and show that is equivalent to

ours in Section 1.5 below.

In order to develop an algebraic toolbox for solving the d-QMC problem, it is essential

to determine the precise relations that define the d-swap algebra. Since the transpositions
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(i, j) generate Sn, the swap matrices generate MSwd
n (C). Hence, similar to the transposi-

tions, for distinct indices i, j, k, l, the swap matrices satisfy the relations

(Swap
(d)
ij )2 = 1,

Swap
(d)
ij Swap

(d)
kl = Swap

(d)
kl Swap

(d)
ij ,

Swap
(d)
ij Swap

(d)
jk = Swap

(d)
ik Swap

(d)
ij = Swap

(d)
jk Swap

(d)
ik .

(1.4)

For d = 2, it is known (see [BCEHK24, Theorem 3.6] and [TRZ23+, Theorem 3.8],

and [Pro07, Theorem 11.6.1] for general d) that the swap matrices additionally satisfy the

degree-reducing relation

(1.5) Swap
(2)
ij Swap

(2)
jk + Swap

(2)
jk Swap

(2)
ij = Swap

(2)
ij + Swap

(2)
jk + Swap

(2)
ik − 1,

and that the symmetric group relations (1.4) together with the degree-reducing relation

(1.5) precisely define MSw2
n (C). In Section 3 we show that the general swap matrices

Swap
(d)
ij are also characterized by a (slightly more complicated) degree-reducing relation;

see Proposition 3.1.

1.4. Main results. This paper applies the representation theory of the symmetric group

Sn to explore and take advantage of the algebraic structure and symmetries inherent to

the d-QMC problem. Throughout the text, we refer to irreducible representations as

irreps. Our contributions are as follows.

1.4.1. Defining relations of the d-swap algebra. In Section 4, we identify the d-swap alge-

bra MSwd
n (C) as a quotient of the free algebra generated by the

(
n
2

)
freely noncommuting

variables swapij for 1 ≤ i < j ≤ n. For k ∈ N denote

(1.6) ck =
∑

1≤i0,...,ik≤d
pairwise distinct,
i0<ij for j≥1

swapi0i1swapi0i2 · · · swapi0ik
.

Theorem 4.3 below states that MSwd
n (C) is isomorphic to the quotient of the free algebra

C⟨swapij : 1 ≤ i < j ≤ n⟩ modulo the relations

swap2
ij = 1,

swapijswapjk = swapikswapij = swapjkswapik,

swapijswapkl = swapklswapij,

cd = cd−1 − cd−2 + · · ·+ (−1)d−1c1 + (−1)d.

(1.7)

We acknowledge that this isomorphism may not be new to experts in representation

theory, who will recognize the last equation in (1.7) as the vanishing of an antisymmetrizer

of d + 1 vectors on (Cd)⊗n (e.g., [Pro07, Section 11.6]). Nevertheless, in Section 3 we

provide an elementary and self-contained proof that the last relation in (1.7) completely

determines MSwd
n (C) as the quotient of the group algebra of Sn. To achieve this, the

Schur-Weyl duality is invoked to assess the precise decomposition of MSwd
n (C) into irreps,

as follows.

Theorem 2.2. The d-swap algebra MSwd
n (C) decomposes into a direct sum of simple

algebras generated by the irreps ρλ of Sn corresponding to partitions of n with at most d
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rows,

MSwd
n (C) ∼=

⊕
λ⊢n

ht(λ)≤d

ρλ(CSn).

1.4.2. NPO hierarchy for the d-QMC problem. A widely used approach for solving lo-

cal Hamiltonian problems is through semidefinite programming (SDP) relaxations and

noncommutative polynomial optimization (NPO) [NPA08, PNA10, DLTW08, BKP16].

While the d-QMC problem is already an SDP of the form

max
ρ

tr(ρHd
G) subject to ρ ⪰ 0 and tr(ρ) = 1,

this formulation is hopeless for large n because the semidefinite constraint is a dn × dn

matrix. Instead, one needs to explore the 2-locality of the d-QMC problem. As in the case

of the classical MC, one can define a hierarchy of SDP relaxations which can be computed

efficiently, i.e., in polynomial time, and give upper bounds to the true maximum eigenvalue

of H [BH13, BGKT19, GP19, PT21, HO22]. However, due to the exponential growth of

the size of the matrices, only the first few levels are tractable.

Having identified the d-swap algebra as a quotient of the free algebra C⟨swapij⟩ in

Section 4, the d-QMC problem is written as a more efficient instance of a NPO problem

in Section 5. The d-QMC Hamiltonian Hd
G is represented by an element hG ∈ C⟨swapij⟩,

and its largest eigenvalue is

α∗ =min
{
α : α− hG is a sum of hermitian squares in C⟨swapij⟩ modulo (1.7)

}
.

By adapting the non-commutative Sum-of-Squares hierarchy (ncSoS) from [BCEHK24],

we give a sequence of semidefinite programs (SDPs) whose solutions approximate α∗ from

above. This scheme is specifically tailored to the algebraic structure of the swap matrices

defining the d-QMC Hamiltonian. Since the d-swap algebra satisfies the symmetric group

relations, this hierarchy is exact at level n − 1. For large graphs G, only the first few

levels of the hierarchy are practical for computations. For this reason we also focus on

low-degree relations of swap matrices, which play a role in the construction of the SDPs

for the first two levels of the hierarchy. Appendices A and B provide explicit bases for

products of swap operators of low degree.

1.4.3. Exact solutions for cliques and star graphs. In Section 6 we turn our attention to

computing the exact solutions to the d-QMC problem for certain families of graphs. To

achieve this, we explore the isotypic structure of d-QMC Hamiltonians. Given a partition

λ ⊢ n, the λ-block of a d-QMC Hamiltonian is its isotypic component corresponding to

ρλ under the isomorphism of Theorem 2.2 above. The d-QMC problem for cliques Kn

on n vertices is easiest to address as the isotypic blocks of the corresponding d-QMC

Hamiltonian are scalar matrices (see Lemma 6.4). Let ηλ denote the eigenvalue of the

block corresponding to the partition λ. The following theorem gives an explicit expression

of λ in terms of its rows λ1, . . . , λd, and identifies the partition λ that maximizes ηλ; i.e.,

the solution to the d-QMC problem for an n-clique Kn is computed.

Theorem 1.6. For any λ ⊢ n with rows λ1 ≥ · · · ≥ λd ≥ 1,

ηλ = n2 +
d(d− 1)(2d− 1)

6
−

d∑
k=1

(
λk − (k − 1)

)2
.
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The maximum value of ηλ among all partitions λ ⊢ n with ht(λ) ≤ d is obtained at

λ =
(
1 +

n− r

d
, . . . , 1 +

n− r

d︸ ︷︷ ︸
r

,
n− r

d
, . . . ,

n− r

d︸ ︷︷ ︸
d−r

)
for n ≡ r mod d. The solution to the d-QMC problem for an n-clique hence equals

n2 + (d− 1)n+ r2 − r(d+ 1)− n2 − r2

d
.

For the proof of Theorem 1.6 see Proposition 6.7 and Corollary 6.8. We acknowledge

that the solution to the d-QMC problem for an n-clique Kn (the second part of Theorem

1.6) has already been derived in [ACGNORVL23+, Theorem 4.1], in the context of ex-

changeability (or clique graph extendibility) of Werner states. Nevertheless, the explicit

formula for ηλ in the first part of Theorem 1.6 is essential for tackling the d-QMC problem

on a more general class of graphs.

Towards this goal, we refine a principle from [BCEHK24] called clique decomposition. It

expresses the d-QMC Hamiltonian of a given graph as an alternating sum of Hamiltonians

of cliques and simpler graphs in a way that is suitable for eigenvalue analysis. A graph

with a simple clique decomposition is the star graph ⋆n on n vertices, on which we focus

in Section 7.1. The relation

⋆n = Kn −Kn−1

holds, where the minus sign means deleting from Kn the edges that appear in Kn−1. This

decomposition was used in [BCEHK24] to show that the solution to the 2-QMC problem

for the star graph ⋆n is 2n, attained at the partition λ = (n−1, 1). Extending this result,

we solve the d-QMC problem for ⋆n.

Theorem 7.2. If λ = (λ1, . . . , λd) ⊢ n has d rows λ1 ≥ · · · ≥ λd, then the eigenvalues of

the λ-block of the d-QMC Hamiltonian Hd
⋆n

form a subset of

{2(n− λ1), 2(n− λ2 + 1), . . . , 2(n− λd + d− 1)}

containing the value η⋆ = 2(n − λd + d − 1). Hence, the solution to the d-QMC problem

for ⋆n is 2(n+ d− 2), obtained by plugging λd = 1 into 2(n− λd + d− 1).

1.4.4. Exact solutions for complete bipartite graphs. Star graphs are special cases of com-

plete bipartite graphs. In Section 7.2, we use the clique decomposition to exactly solve

the d-QMC problem for complete bipartite graphs Kn−k,k. Without loss of generality,

n ≥ 2k.

Definition 1.7. Let λ = (λ1, . . . , λf ) ⊢ n and let 1 ≤ e < f. Then ζ = (λ1, . . . , λe) is a

head, and ξ = (λe+1, . . . , λf ) is a tail of λ. The partition λ is balanced if λ1 − λf ≤ 1.

The statement of Theorem 7.26 involves three parameters associated to the problem

data (n, k, d):

e0 = max

{
e ∈ {1, . . . , d− 1} :

⌊
n− k

e

⌋
≥
⌈

k

d− e

⌉}
,

e1 = min

{
e ∈ {1, . . . , d− 1} :

⌊
k

d− e

⌋
≥
⌈
n− k

e

⌉}
,

e∗ =
d

2
+

n− 2k

2(q + 1)
, q =

⌊n
d

⌋
.

(1.8)
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If the set in the definition of e1 is empty (e.g., n = 5, k = 2, d = 2), we set e1 = d− 1.

We shall also need

E := {e | the balanced partition of n− k of height e is a subpartition of

the balanced partition of n of height d},

which is a discrete interval in {e0, e0+1, . . . , e1} by Lemma 7.24, and contains {e0+1, e0+

2, . . . , e1 − 1} by Lemma 7.25.

Theorem 7.26. Let n ≥ 2k and n > d. Let e⋆ be the closest integer in E to e∗. Then

the solution to the d-QMC problem for Kn−k,k is the biggest of the following three values

ηλ − ηµ − ην ,

where µ ⊢ n − k is balanced of height e, ν ⊢ k is balanced of height d − e, λ ⊢ n is built

by merging (and sorting) the parts of µ, ν, and e is one of e0, e⋆, e1.

The proof of Theorem 7.26 occupies the entire Section 7. It also provides some more

details as to the value of e in Theorem 7.26 for a given (n, k, d). Particularly simple are

the statements for “unbalancing” triples (n, k, d), where E = ∅ (cf. Definition 7.15), and

for the QMC problem on qubits (d = 2).

Corollary 7.20. Suppose (n, k, d) is unbalancing. Let dk = r mod n for 0 < r < n. If

r ∈ {k, k + 1, . . . , n− 1}, then the solution to the d-QMC problem for Kn−k,k is

2k

(⌊
d
(
1− k

n

)⌋
+ n− k

)
.

Otherwise the solution is

2(n− k)

(
d−

⌊
d
(
1− k

n

)⌋
− 1 + k

)
.

Corollary 7.12. The solution to the 2-QMC problem for Kn−k,k is 2k(1 + n− k).

Example 1.8. Let us compare the d-QMC problem for complete bipartite graphs and

the formula in Theorem 7.26 with the assertions in the earlier work [JSZ22+]. Therein,

the authors investigate the extendibility of bipartite Werner states of local dimension d.

The parameters nA = n − k and nB = k refer to the number of parties (divided into

two groups pertaining to the original two parties) that share an extension of the original

bipartite state. By [JSZ22+, Eq. (4)], the investigated problem reduces to finding the

smallest eigenvalue αn−k,k,d of

1

k(n− k)

∑
i=1,...,k

j=k+1,...,n

Swap
(d)
ij .

If βn−k,k,d denotes the solution to the d-QMC problem for Kn−k,k, then βn−k,k,d is the

largest eigenvalue of

Hd
Kn−k,k

=
∑

i=1,...,k
j=k+1,...,n

2
(
I − Swap

(d)
ij

)
,

and therefore

(1.9) βn−k,k,d = 2k(n− k)(1− αn−k,k,d).

A formula for αk,n−k,d is proposed in [JSZ22+, Eq. (16)]. There may be a typographical

lapse in [JSZ22+, Eq. (16)]; the said formula involves the expression nA

nA+nB
= n−k

n
, while
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the preceding paragraph in [JSZ22+] perhaps suggests that dnA

nA+nB
= d(n−k)

n
should be

used in its place instead. Both variants of this formula yield values compatible with those

from Theorem 7.26 for small values of parameters n, k, d. However, in general there are

disparities, as follows.

Let (n, k, d) = (6, 3, 4). This is a balancing triple, and βn−k,k,d = 28 by Theorem 7.26.

More precisely, in this case we have E = {1, 2} and (e0, e
∗, e1) = (1, 2, 3), and the maximal

value 28 is given by Theorem 7.26(b) at λ = (2, 2, 1, 1) and µ = ν = (2, 1). Alternatively,

this can be verified by a brute-force calculation of the largest eigenvalue of the 4096×4096

Hamiltonian Hd
Kn−k,k

. In contrast, both variants of [JSZ22+, Eq. (16)] evaluate αn−k,k,d

as −1
3
, which contradicts the straightforward relation (1.9).

1.4.5. Separation of irreps. In Section 8, we refine the NPO hierarchy for the d-QMC

problem, with the intention of calculating the maximum eigenvalue of the λ-block in Hd
G

corresponding to a given irrep of Sn given by the partition λ ⊢ n. The idea is to find

low-degree polynomials that distinguish distinct irreps indexed by partitions with at most

d rows. In Theorem 8.4 we show that irreps of Sn are separated by the polynomials ck of

degree k from (1.6). This leads to an NPO formulation of the localized d-QMC problem.

Theorem 1.9. Let λ ⊢ n have at most d rows. There are constants γ1, . . . , γd−1 ∈ Z such

that the largest eigenvalue of the λ-block in Hd
G equals

min
{
α : α− hG is a sum of hermitian squares in C⟨swapij⟩

modulo (1.7) and c1 = γ1, . . . , cd−1 = γd−1

}
.

The NPO problem in Theorem 1.9 can be tackled with an NPA-like hierarchy of SDPs,

and the values γk can be evaluated using explicit Lassalle’s character formulas for cycles

in Sn [Lsa08].

We also consider distinguishability of irreps of Sn from the perspective of the d-QMC

problem. As d-QMC Hamiltonians can only admit λ-blocks for λ ⊢ n with at most d rows,

one can only hope to distinguish such irreps through the d-QMC problem. For d = 2, it

is known that the value ηλ itself separates irreps with at most two rows [BCEHK24]; in

other words, the spectrum of the Hamiltonian for Kn separates irreps with at most two

rows. This is not the case anymore for d > 2. However, we show that for d = 3, the

spectrum of the 3-QMC Hamiltonian for ⋆n separates irreps with at most three rows.

Theorem 1.10. Let λ, µ ⊢ n be partitions with at most three rows. Then λ = µ if and

only if the spectra of the λ-block and the µ-block of H3
⋆n

coincide.

See Proposition 8.2 for the proof. For general d, n ∈ N, we leave it as an open problem

whether there exist graphs G1, . . . , Gℓ on n vertices such that for all λ, µ ⊢ n with at most

d rows, λ = µ if and only if the spectra of the λ-block and the µ-block of Hd
Gi

coincide

for all i = 1, . . . , ℓ.

1.5. Comparison with the work of Carlson, Jorquera, Kolla, Kordonowy, Way-

land. The d-QMC problem was introduced in [CJKKW23+], where it was defined via a

generalization of the Pauli matrices to arbitrary size d× d, called Gell-Mann matrices.

1.5.1. The Gell-Mann matrices. For each d ≥ 2, there is a family of d2 − 1 trace zero

self-adjoint matrices, which, together with the identity Id, form a basis for Md(C). More

concretely, for d = 2 these are the Pauli matrices, and for d ≥ 3 there are three kinds of
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d × d Gell-Mann matrices (see Appendices B.2 and B.5, where these matrices are given

explicitly for d = 3 and d = 4, respectively):

symmetric: λ
symd
a,b = Ea,b + Eb,a, 1 ≤ a < b ≤ d,

antisymmetric: λ
asymd
a,b = i(Eb,a − Ea,b), 1 ≤ a < b ≤ d,

diagonal: λd
k = λd−1

k ⊕ 0, 2 ≤ k < d,

λd
d =

√
2

d(d− 1)

(
Id−1 ⊕ (1− d)

)
.

(1.10)

Here, Ea,b are standard matrix units, and Id−1 is the identity of size d − 1. Note that

there are
(
d
2

)
(non-diagonal) symmetric,

(
d
2

)
antisymmetric and d − 1 diagonal matrices.

Summing up we get 2
(
d
2

)
+ d − 1 = d(d − 1) + d − 1 = d2 − 1 as expected. For fixed d

denote by GM(d) the set consisting of the d2 − 1 Gell-Mann d× d matrices of size d× d,

together with the identity Id.

As for the Pauli matrices, define for a fixed n ∈ N,

λj := I ⊗ · · · ⊗ I︸ ︷︷ ︸
j−1

⊗λ⊗ I ⊗ · · · ⊗ I ∈ Mdn(C)

for any λ ∈ GM(d). By definition, λi
1 and λj

2 commute for any i ̸= j and λ1, λ2 ∈ GM(d),

and

{λ1
1λ

2
2 · · ·λn

n | λj ∈ GM(d), j = 1, . . . , n}(1.11)

is a basis of Mdn(C).

1.5.2. The d-QMC Hamiltonian via the Gell-Mann matrices. The formula (1.2) expressing

the swap matrices Swap
(2)
ij in terms of products of Pauli matrices, i.e., with respect to the

basis (1.11) for d = 2, can be generalized to an arbitrary d as shown below.

Proposition 1.11. For any i < j we have

Swap
(d)
ij =

1

d
I +

1

2

∑
λ∈GM(d)

λiλj.(1.12)

Proof. Denote the right-hand side of (1.12) by R. Since (1.12) only involves two indices

i, j we may assume n = 2 and prove that R acts the same as Swap
(d)
ij on basis vectors of

the form vp,q = ep ⊗ eq ∈ Cd ⊗ Cd for 1 ≤ p, q ≤ d.

If p = q, then only the diagonal Gell-Mann matrices λd
k for p ≤ k ≤ d act nontrivially

on vp,q,

Rvp,p =
1

d
ep ⊗ ep +

1

2

(√
2

p(p− 1)
(1− p)ep

)
⊗

(√
2

p(p− 1)
(1− p)ep

)

+
1

2

d∑
j=p+1

(√
2

j(j − 1)
ep

)
⊗

(√
2

j(j − 1)
ep

)

=

(
1

d
+

p− 1

p
+

d∑
j=p+1

1

j(j − 1)

)
vp,p = vp,p.
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Finally, if p < q, then in addition to λd
k for q ≤ k ≤ d, also λ

symd
p,q and λ

asymd
p,q act nontrivially

on vp,q and they both map it to vq,p,

Rvp,q =
1

d
ep ⊗ eq +

1

2

(√
2

q(q − 1)
ep

)
⊗

(√
2

q(q − 1)
(1− q)eq

)

+
1

2

d∑
j=q+1

(√
2

j(j − 1)
ep

)
⊗

(√
2

j(j − 1)
eq

)

+
1

2
eq ⊗ ep +

1

2
eq ⊗ ep

=

(
1

d
− 1

q
+

d∑
j=q+1

1

j(j − 1)

)
vp,q + vq,p = vq,p.

Note that by (1.12), the d-QMC Hamiltonian can be expressed in terms of the d × d

Gell-Mann matrices as

Hd
G =

∑
(i,j)∈E(G)

2wij

d− 1

d
I − 1

2

∑
λ∈GM(d)

λiλj

 ,(1.13)

where GM(d) denotes the set of all d× d Gell-Mann matrices. This is in fact the form of

the d-QMC Hamiltonian used in [CJKKW23+].

An advantage of our approach is that it incorporates algebraically all symmetries in-

herent to the d-QMC problem. Computations (such as the NPO relaxations in Section 5,

the clique decomposition in Section 6 or the decompositions along irreps) with Hd
G as in

(Hd
G) scale better with both n and d or are only made possible once one passes to qudit

swap matrices championed in this paper.

Acknowledgments. The authors thank Darij Grinberg for sharing enlightening com-

ments and his expertise in representation theory, and Dmitry Grinko for bringing to our

attention the relationship between the Quantum Max d-Cut and extendibility of symmet-

ric bipartite states, and recent developments on the latter topic.

2. Preliminaries on the representations of the symmetric group

In this section we review some standard elements of the representation theory of sym-

metric groups that are used throughout this paper; for a comprehensive source, see, e.g.,

[FH91, Pro07]. For n ∈ N we denote by Sn the symmetric group on n elements, i.e., the

group of permutations of n elements. A representation of Sn is a group homomorphism

ρ : Sn → GL(V ) for a vector space V, also called Sn-module. Any representation ρ of

Sn naturally defines a representation ρ̃ of the group algebra C[Sn] of Sn. The resulting

representation ρ̃ : C[Sn] → End(V ) is defined by

ρ̃

(∑
π∈Sn

αππ

)
=
∑
π∈Sn

απρ(π).

For simplicity, the letter ρ often refers to both the representation of Sn and the represen-

tation of C[Sn].

2.1. Irreducible representations of the symmetric group. An Sn-module V is ir-

reducible if its only nontrivial submodule is V. Throughout we abbreviate irreducible
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representation by irrep and use the terms irrep and irreducible module interchangeably.

Note that by Maschke’s theorem [Pro07, Section 6.1.5], any Sn-module V decomposes as

a direct sum of irreducible Sn-modules.

It is well-known that the irreducible Sn-modules are indexed by partitions λ of n (often

denoted by λ ⊢ n), where

λ = (λ1, . . . , λk) ∈ Nk, λ1 ≥ · · · ≥ λk > 0,
k∑

i=1

λi = n.

The number of summands k is called the height of λ and denoted k = ht(λ). A partition

λ ⊢ n is usually depicted by its Young diagram. A Young diagram of shape λ has k rows

and the i-th row consists of λi boxes. For example, if λ = (5, 3, 2) ⊢ 10, then ht(λ) = 3

and its Young diagram is

A Young tableau of shape λ is a Young diagram whose boxes are filled with numbers

1, . . . , n such that each box gets a different integer. The symmetric group Sn acts on a

Young tableau t of shape λ ⊢ n by permuting the entries of t. This action defines an

equivalence relation, where two tableaux are equivalent if one can be obtained from the

other by permuting the entries within each of the rows. Equivalence classes with respect

to this relation are called tabloids.

The irreducible Sn-module Vλ corresponding to the partition λ ⊢ n is called a Specht

module and it has a well-known basis consisting of polytabloids

eT =
∑
π∈CT

sgn(π)π{T}.

Here T ranges over all tabloids of shape λ, CT is the set of all permutations that permute

the elements only within the columns of T and for each π ∈ CT , π{T} is the tabloid

obtained from T by permuting the entries according to π.

2.2. Schur-Weyl duality. As a complex representation of Sn, the d-swap algebraMSwd
n (C)

is semisimple. Key to solving the d-QMC problem for certain graphs is the precise knowl-

edge of the block decomposition of MSwd
n (C) into simple matrix algebras. We now explain

how this block decomposition can be deduced using the Schur-Weyl duality of the actions

of Sn and GLd(C) on
(
Cd
)⊗n

(see e.g. [FH91, Section 6.1] or [Pro07, Section 7.1.2]). The

natural representation of GLd(C) on
(
Cd
)⊗n

is defined by the diagonal action; g ∈ GLd(C)
acts on the tensor product of v1, . . . , vn ∈ Cd by

ζn(g)(v1 ⊗ · · · ⊗ vn) = g(v1)⊗ · · · ⊗ g(vn).

The actions of Sn and GLd(C) on
(
Cd
)⊗n

commute and there is a bijection between the

irreducible modules of Sn and GLd(C). This interplay between permutations of parti-

cles and change of coordinates is indispensable in investigating qudit systems, see e.g.

[GNW21]. Furthermore, if λ is a partition of n, then to the irreducible module Vλ of Sn

corresponds (up to isomorphism) exactly one irreducible module Lλ of GLd(C) and Lλ

are precisely the maps from Vλ to
(
Cd
)⊗n

that commute with the action of Sn,

Lλ = HomSn(Vλ,
(
Cd
)⊗n

).
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It is well-known that Lλ is nonzero precisely when λ is a partition with at most d rows

[Pro07, Proposition 9.3.1]. In fact, the dimensions of the modules Lλ can be explicitly

computed by the Weyl character formula [Pro07, Section 9.6.2].

The next proposition is a restatement of the Schur-Weyl duality [Pro07, Theorem 9.3.1]

for Sn and GLd(C), taking into account [Pro07, Proposition 9.3.1].

Proposition 2.1. The algebras MSwd
n (C) and ζn(GLd(C)) are centralizers of one an-

other inside End
((
Cd
)⊗n)

= Mdn(C), and with respect to the action of the direct product

GLd(C)× Sn, the space
(
Cd
)⊗n

decomposes as

(2.1)
(
Cd
)⊗n ∼=

⊕
λ⊢n

ht(λ)≤d

Lλ ⊗ Vλ.

Since Sn acts trivially on each Lλ, the space
(
Cd
)⊗n

decomposes as an Sn-module into

irreducible modules Vλ (with multiplicities) as follows(
Cd
)⊗n ∼=

⊕
λ⊢n

ht(λ)≤d

V
dim(Lλ)

λ .

As a corollary we get the desired decomposition of the d-swap algebra MSwd
n (C).

Theorem 2.2. The d-swap algebra decomposes into a direct sum of simple algebras gen-

erated by the irreps ρλ of Sn corresponding to partitions of n with at most d rows,

MSwd
n (C) ∼=

⊕
λ⊢n

ht(λ)≤d

ρλ(CSn) ∼=
⊕
λ⊢n

ht(λ)≤d

Mdim(Vλ)(C).

Proof. Using (2.1) we deduce that as a GLd(C)-module, the space (Cd)⊗n decomposes as(
Cd
)⊗n ∼=

⊕
λ⊢n

ht(λ)≤d

L
dim(Vλ)
λ .

Now considering the GLd(C)-endomorphisms on both sides gives the desired result. In-

deed, the GLd(C)-endomorphisms of (Cd)⊗n are by definition the endomorphisms of

(Cd)⊗n that commute with the action of GLd(C). By the Schur-Weyl duality these are

precisely the elements from the d-swap algebra MSwd
n (C). On the other hand,

EndGLd(C)

( ⊕
λ⊢n

ht(λ)≤d

L
dim(Vλ)
λ

)
=
⊕
λ⊢n

ht(λ)≤d

EndGLd(C)

(
L

dim(Vλ)
λ

)

=
⊕
λ⊢n

ht(λ)≤d

M dim(Vλ)

(
End(Lλ)

op
)

∼=
⊕
λ⊢n

ht(λ)≤d

M dim(Vλ)(C)

Remark 2.3. The dimension of any irreducible Sn-module Vλ can be computed via the

well-known hook length formula (see Section 6 for some explicit calculations).
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3. Degree-reducing relation for qudit swap matrices

It is known (see, e.g. [Pro07, Section 9.3]) that, in addition to the symmetric group

axioms, the swap matrices Swap
(d)
ij also satisfy a degree-reducing relation of degree d. For

instance, (1.5) above is such an equation for d = 2. We now present the general form

of the degree-reducing relation for general d, and, for the reader’s convenience, give an

elementary and self-contained proof.

Since the symmetric group is generated by transpositions, each permutation can be

written as a product of transpositions (non-uniquely). For fixed d and k = 1, . . . , d let Ck

be the set of all products of k swap matrices that arise from permutations on a subset of

d + 1 letters, which cannot be written as a product of less than k transpositions (i.e., to

each permutation we assign one product). The next proposition gives the analog of the

relation (1.5) in the case of a general d.

Proposition 3.1. The swap matrices Swap
(d)
ij satisfy the following degree-reducing rela-

tion ∑
s∈Cd

s =
∑

s∈Cd−1

s−
∑

s∈Cd−2

s+ · · ·+ (−1)d−1
∑
s∈C1

s+ (−1)d · 1.(3.1)

Remark 3.2. We often simplify the notation of sums involving products of swap matrices

(e.g., the ones in (3.1)) by summing over (a subset of) the symmetric group and using

the fact that every product of swap matrices corresponds to a permutation of the tensor

factors of (Cd)⊗n. On the other hand, every such permutation can be written as a product

of swap matrices Swap
(d)
ij in a non-redundant way, i.e., relations (1.4) are applied to

simplify the expression as much as possible.

Remark 3.3. Note that it is enough to assume that the d + 1 letters in Equation (3.1)

are the numbers 1, . . . , d+1. In fact, an analogous equation with indices from some other

(d + 1)-subset J of {1, . . . , n} can be obtained by conjugating Equation (3.1) with any

permutation sending {1, . . . , d+ 1} to J.

Example 3.4. Equation (3.1) for d = 3 with (i, j, k, l) = (1, 2, 3, 4) is as follows:

Swap
(3)
12 Swap

(3)
23 Swap

(3)
34 + Swap

(3)
12 Swap

(3)
24 Swap

(3)
4,3 + Swap

(3)
13 Swap

(3)
3,2 Swap

(3)
24 +

Swap
(3)
13 Swap

(3)
34 Swap

(3)
4,2 + Swap

(3)
14 Swap

(3)
4,2 Swap

(3)
23 + Swap

(3)
14 Swap

(3)
4,3 Swap

(3)
3,2 =

Swap
(3)
12 Swap

(3)
13 + Swap

(3)
12 Swap

(3)
14 + Swap

(3)
12 Swap

(3)
23 + Swap

(3)
12 Swap

(3)
24 +

Swap
(3)
12 Swap

(3)
34 + Swap

(3)
13 Swap

(3)
14 + Swap

(3)
13 Swap

(3)
24 + Swap

(3)
13 Swap

(3)
34 +

Swap
(3)
14 Swap

(3)
23 + Swap

(3)
23 Swap

(3)
24 + Swap

(3)
23 Swap

(3)
34 −

Swap
(3)
12 − Swap

(3)
13 − Swap

(3)
14 − Swap

(3)
23 − Swap

(3)
24 − Swap

(3)
34 + 1.

Remark 3.5. Equation (3.1) can be written in a more condensed form as∑
s∈Sd+1

sgn(s) s = 0,

saying that the antisymmetrizer on d + 1 letters equals zero (see [Pro07, Section 9.3.1]).

Here sgn denotes the sign of a permutation and each s is expressed in terms of the swap

matrices Swap
(d)
ij in a non-redundant way as explained in Remark 3.2.

Next is a preliminary lemma on the way to give an elementary proof of Proposition 3.1.
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Lemma 3.6. Let v be of the form ei1 ⊗ ei2 ⊗ · · · ⊗ eik+1
where im ∈ {1, 2, . . . , d} for

m = 1, . . . , k + 1 and exactly two of the im are the same.

Then any cycle of length k + 1 acts on v as a product of k − 1 transpositions and

corresponds to a product of two smaller disjoint cycles (so of length at most k, singletons

also count) such that none of them acts on a subset of the tensor factors of v containing

two equal factors.

Proof. Let σ be a cycle of length k + 1 and suppose without loss of generality that 1 is

the index im that appears twice in v (i.e., v has two copies of e1). Divide the letters

1, . . . , k + 1 into disjoint tuples B1, B2 such that for each i, the indices of the factors of

v and σ(v) at position k ∈ Bi are in the same tuple and none of the tuples contains two

copies of 1. Then σ is the product of two disjoint cycles, represented by the tuples B1, B2.

This will also prove that the above set decomposition of {1, . . . , k + 1} can be done in a

unique way.

The algorithm to find the tuples Bi is the following: find a position j1 ∈ {1, . . . , k+ 1}
of one of the two e1 in v and assign j1 to B1. Then consider the factor eim1

of σ(v) at

position j1. If im1 = 1, then we add no more elements to B1 and start the process all over

again with the second factor e1 of v whose position j2 is assigned to B2. Otherwise, if

m1 ̸= 1, add j2 to B1 and find the position j2 of eim1
in v. Consider the factor eim2

of σ(v)

at position j2 and repeat the procedure from before according to whether im2 equals 1 or

not. Proceed until the basis vector eimr
equals e1 for some r and we cover all the letters.

Since v only has one index that repeats twice and all the other indices are distinct,

this construction gives the desired cyclic decomposition of σ into precisely two shorter

cycles.

Example 3.7. We provide a concrete example for Lemma 3.6 in the case d = 5 and

n = 6. Let v = e1 ⊗ e2 ⊗ e3 ⊗ e4 ⊗ e5 ⊗ e1 and π = (123456) and set

σi = ρ
(5)
6 (πi), i = 1, . . . , 6.

Then

σ1(v) = e1 ⊗ e1 ⊗ e2 ⊗ e3 ⊗ e4 ⊗ e5 = ρ
(5)
6

(
(1)(23456)

)
(v),

σ2(v) = e5 ⊗ e1 ⊗ e1 ⊗ e2 ⊗ e3 ⊗ e4 = ρ
(5)
6

(
(135)(246)

)
(v),

σ3(v) = e4 ⊗ e5 ⊗ e1 ⊗ e1 ⊗ e2 ⊗ e3 = ρ
(5)
6

(
(14)(25)(36)

)
(v),

σ4(v) = e3 ⊗ e4 ⊗ e5 ⊗ e1 ⊗ e1 ⊗ e2 = ρ
(5)
6

(
(135)2(246)2

)
(v),

σ5(v) = e2 ⊗ e3 ⊗ e4 ⊗ e5 ⊗ e1 ⊗ e1 = ρ
(5)
6

(
(12345)(6)

)
(v).

Proof of Proposition 3.1. First note that it is enough to verify Equation (3.1) on basis

vectors v of
(
Cd
)⊗ (d+1)

of the form ei1 ⊗ ei2 ⊗ · · · ⊗ eid+1
, where im ∈ {1, 2, . . . , d} for

m = 1, . . . , d + 1 and exactly two of the im are the same. Indeed, if such vectors satisfy

(3.1), then the basis vectors with more recurring indices also satisfy (3.1) (introduce new

indices for the recurring indices, apply the results for the basis vectors as above and then

bring back the old indices). Since (3.1) is invariant under permutation of indices, it is

enough to prove that 3.1 holds for basis vectors v of the form

v = e1 ⊗ e2 ⊗ e3 ⊗ · · · ⊗ ed ⊗ e1.

Lemma 3.6 shows that, when evaluated on such a basis vector, each term s′ in the sum

over Cd cancels with a different term s in the sum over Cd−1 such that none of the disjoint
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cycles of s acts on a subset of the factors of v with two equal factors. More precisely,

if s′ = (1 2 3 · · · d + 1) ∈ Cd, the images of v under the powers s′, (s′)2, . . . , (s′)d are the

d permutations with corresponding cyclic structures (1, d), (2, d− 1), . . . , (d, 1) such that

the two factors e1 of v are not in the same cycle. Here (i, j) with i + j = d + 1 stands

for a product of two disjoint cycles, one of length i and one of length j. By permuting

the letters of (s′)j, we obtain all the elements s in the sum over Cd−1 corresponding to

products with cyclic structure (i, j) for any i, j with i + j = d + 1 that separate the two

factors e1 of v.

This means that by applying on v all the terms s′ in the sum over Cd, we obtain the

actions on v of all the terms s in the sum over Cd−1 that act on subsets of the factors of

v with no equal factors. Hence, the remaining terms in the sum over Cd−1 are such that

one of their disjoint cycles acts on a subset of the factors of v with two equal factors. We

then again apply Lemma 3.6 and proceed inductively.

4. Identifying the qudit swap algebra MSwd
n (C) as a quotient of the free

algebra

Let C⟨swapij | 1 ≤ i < j ≤ n⟩ be the free ∗-algebra on
(
n
2

)
generators endowed with

the involution ∗ that fixes each swapij and acts as conjugation on C. For d ∈ N let ISwd
n

be the its ideal generated by

swap2
ij = 1,

swapijswapjk = swapikswapij = swapjkswapik,

swapijswapkl = swapklswapij,

(4.1)

for all distinct indices i, j, k, l, and the relation in (3.1) with the swap matrices Swap
(d)
ij

replaced by the free variables swapij. We use the convention that whenever i > j, then

swapij is interpreted as swapji. Denote

ASwd
n := C⟨swapij | 1 ≤ i < j ≤ n⟩/ ISwd

n

and observe that there is a natural surjective ∗-homomorphism ρ : CSn → ASwd
n defined

by

(4.2) ρ((i, j)) = swapij + ISwd
n .

The algebras ASwd
n and MSwd

n (C) are isomorphic. Indeed, this follows from [Pro07, Theo-

rem 11.6.1]: namely,MSwd
n (C) is isomorphic to C[Sn] modulo the two-sided ideal generated

by the antisymmetrizer on d+1 letters (see also [dCP76, Theorem 4.2] or [Gri+, Theorem

2.8.1]). We now present an elementary self-contained argument.

Proposition 4.1. The generators of ISwd
n do not all vanish under the irreps of Sn corre-

sponding to partitions λ of n with ht(λ) > d.

Proof. To show that the swap relations (3.1) are not satisfied by any irrep of Sn corre-

sponding to a partition with at least d + 1 rows, consider an irrep corresponding to a

partition λ ⊢ n of shape (λ1, . . . , λk) with k ≥ d + 1. We know that any irrep of Sn is

spanned by polytabloids

eT =
∑
π∈CT

sgn(π)π{T},
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where T ranges over all tabloids of shape λ, CT is the set of all permutations that permute

the elements only within the columns of T and for each π ∈ CT , π{T} is the tabloid

obtained from T by permuting the entries according to π.

Let T be the standard Young tableaux of shape λ and consider the action of the

polynomial

g = (−1)d−1
∑
s∈Cd

s+ (−1)d
∑

s∈Cd−1

s+ (−1)d−1
∑

s∈Cd−2

s± · · · −
∑
s∈C1

s+ 1

on the polytabloid eT via

sij eT = e(i,j)T .

Choose the indices i1, . . . , id+1 to be 1, λ1 + 1, . . . , λd + 1 respectively and note that the

coefficient at T in the resulting polytabloid is

(−1)d+1 |Cd| · sgn(s ∈ Cd) + (−1)d |Cd−1| · sgn(s ∈ Cd−1) + · · ·+ |C2| · 1− |C1| · (−1) + 1.

But the latter is strictly positive since, for k = 1, . . . , d, the sign of the elements in Ck is

(−1)k. This shows that the polynomial g does not vanish under the evaluation sij = ρλ(i j)

for the chosen λ. Thus the swap relations (3.1) are incompatible with any Young Tableaux

with more than d rows.

Proposition 4.2. All the irreps of Sn corresponding to a partition of n with at most d

rows in its Young tableaux satisfy (3.1).

Proof. For any irrep of Sn corresponding to a partition λ ⊢ n with at most d rows it is

enough to prove that (3.1) holds when evaluated at basis vectors, i.e., polytabloids

(4.3) eT =
∑
π∈CT

sgn(π)π{T},

where T is any tabloid of shape λ. We use the canonical identification between tabloids

T and rank one vectors v ∈ (Cd)⊗n of the form v = ei1 ⊗ · · · ⊗ eik with ij ∈ {1, . . . , d}.
Suppose λ = (λ1, . . . , λk) with λi ≥ λi+1 and let T be a tabloid of shape λ. Define v to

be the vector with tensor factors ek at positions, which are the numbers appearing in the

k-th row of T. Now permuting the tensor factors of v is the same as permuting the entries

of T. The inverse of this procedure assigns to a rank one vector v the tabloid T with k-th

row consisting of the numbers that index the positions of tensor factors ek in v. Now the

proof of Equation (3.1) in Section 3 implies that Equation (3.1) holds when evaluated at

each summand in (4.3), from which the claim follows.

Theorem 4.3. The algebras ASwd
n and MSwd

n (C) are isomorphic.

Proof. The algebras MSwd
n (C) and ASwd

n are both homomorphic images of the semisimple

finite-dimensional algebra C[Sn]. Therefore M
Swd
n (C) and ASwd

n and semisimple and finite-

dimensional as well. To show that they are isomorphic, we prove that ASwd
n and MSwd

n (C)
have the same block decomposition into simple matrix algebras.

The block decomposition of MSwd
n (C) is described in Theorem 2.2. Recall that ASwd

n =

C⟨swapij | 1 ≤ i < j ≤ n⟩/ ISwd
n , where ISwd

n is the ideal generated by the relations

(4.1) defining the symmetric group Sn and the degree-reducing relation (3.1), which holds

precisely on the irreps of Sn indexed by partitions with at most d rows (see Proposition

4.1 and Proposition 4.2). It is now immediate that the algebras ASwd
n and MSwd

n (C) have
the same semisimple decomposition.
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5. NPO hierarchy

The identification of the swap algebra MSwd
n (C) as a quotient of the free algebra in

Section 4 allows one to view the d-QMC as an example of a noncommutative polynomial

optimization (NPO) problem.

Let Fn = C⟨swapij | 1 ≤ i < j ≤ n⟩ be the ∗-free algebra on
(
n
2

)
generators, and

Vℓ = {s ∈ Fn : deg s ≤ ℓ} its subspace spanned by the products of at most ℓ swap

symbols. Recall the isomorphism between MSwd
n (C) and ASwd

n = Fn/ ISwd
n from Theorem

4.3. We can view the Hamiltonian Hd
G from (Hd

G) as an element of ASwd
n , and let

hG =
∑

(i,j)∈E(G)

2wij

(
1− swapij

)
be the corresponding element in Fn. Since the ∗-algebra MSwd

n (C) is finite-dimensional,

it is a C*-algebra. Therefore the largest eigenvalue of Hd
G equals

α∗ =min
{
α : α−Hd

G = a∗a for some a ∈ ASwd
n

}
=min

{
α : α− hG =

∑
k

s∗ksk + q for some sk ∈ Fn, q ∈ ISwd
n

}
.

For ℓ = 1, . . . , n define two sequences,

(5.1)

α′
ℓ = min

{
α : α− hG = u∗

ℓ

(
A+

∑
m

gmAm

)
uℓ for some Am = A⊺

m, and A ⪰ 0

}
and

αℓ = min

{
α : α− hG =

∑
k

s∗ksk + q for some sk ∈ Vℓ, q ∈ ISwd
n

}
= min

{
α : α− hG ≡ u∗

ℓAuℓ mod ISwd
n for some A ⪰ 0

}
,

(5.2)

where uℓ is a column of products of at most ℓ swap symbols, and the gm are the generators

of the ideal ISwd
n as in Section 4. Then αℓ ≤ α′

ℓ for every ℓ, the sequences {αℓ}ℓ and {α′
ℓ}ℓ

are decreasing, and αn−1 = α′
n−1 = α∗. The last equality holds since every permutation

in Sn is a product of at most n− 1 transpositions, and ASwd
n is a quotient of C[Sn].

Clearly, (5.1) is a semidefinite program (SDP). The second line in (5.2) is likewise an

SDP once the calculation modulo ISwd
n is resolved (see the paragraph below). We refer to

them as the ℓth relaxations of the d-QMC. Thus we obtained hierarchies of SDPs whose

solutions converge to the solution of the d-QMC from below. The hierarchy associated

with α′
ℓ is a very special case of the analog of the Lasserre hierarchy [Lse01] for NPO

that is based on a noncommutative Positivstellensatz [HM04], and whose dual is the

Navascués-Pironio-Aćın hierarchy [NPA08, PNA10] in quantum physics.

While the expression (5.1) is readily an SDP, it involves more unknowns than (5.2) (i.e.,

in addition to unknowns α and A ⪰ 0, it also involves several unknown symmetric Am).

Thus, it is preferable to work with (5.2). To prepare the linear constraints in the SDP

(5.2) that arise from α − hG ≡ u∗
ℓAuℓ mod ISwd

n (note that the right-hand side involves

products of at most 2ℓ swap symbols), one needs to identify a subset Bd
2ℓ in V2ℓ that maps

to a basis under the quotient map q : V2ℓ → (V2ℓ + ISwd
n )/ISwd

n . To do this, one can start

with a basis of V2ℓ, reduce it modulo ISwd
n via a noncommutative Gröbner basis algorithm

[Mor86], and then identify a basis Bd
2ℓ in the resulting set. Alternatively, one can obtain
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a concrete instance of Bd
2ℓ as follows. In [Pro21], a permutation π ∈ Sn is called (d + 1)-

good if there is no increasing sequence j0 < · · · < jd such that π(j0) > · · · > π(jd). By

[Pro21, Theorem 8], (d + 1)-good permutations form a basis of MSwd
n (C). For Bd

2ℓ one

can thus choose the set of all (d+ 1)-good permutations that are products of at most 2ℓ

transpositions.

When ℓ is large, the size of the SDP for αℓ (i.e., the number of variables, linear con-

straints, and the size of the semidefinite constrain) is typically too large for available

SDP solvers. In practice, one thus often has to settle for computing only the first two

relaxations of α∗, namely α1 and α2. To solve these two SDPs, the sets Bd
2 and Bd

4 are

required in view of the preceding paragraph. For d = 2, these are given in [BCEHK24,

Subsection 4.3.2 and Appendix B.2]. For d ≥ 5, one can take Bd
4 (resp. Bd

2) consisting of

all permutations that are products of at most 4 (resp. 2) transpositions; see Appendix A.

For d ∈ {3, 4}, the bases are presented in Appendices B.1, B.4 and B.6.

Example 5.1. We computed the first two relaxations of (5.2) in the case d = 3 for

all 853 connected graphs on n = 7 vertices. The list of graphs was generated using

Nauty [MP14]. To construct the SDP forms of (5.2) we used noncommutative Gröbner

bases computed with Magma [BCP97]; alternately, the results of Appendices B.1 and

B.4 could be employed. The produced SDPs were solved on a Macbook Air laptop using

Mathematica2. The second relaxation was (up to numerical precision) exact on all seven

vertex graphs. On the other hand, the first relaxation performed very poorly. The

reason is that in low degrees (so degree ≤ 2 when working with the first relaxation) the

nontrivial relation (3.1) defining the 3-swap algebra does not enter computations. One is

thus essentially only optimizing over the corresponding group algebra, where the solution

is trivially found; cf. Subsection 6.1.

Thus the 3-QMC provides a large class of examples where the second NPO relaxation

clearly outperforms the first one.

6. Quantum Max d-Cut and irreps

The decomposition of the d-swap algebra MSwd
n (C) described in Section 2.2 is a valuable

tool for calculating the eigenvalues of the qudit Quantum Max Cut Hamiltonian of a

complete graph on n vertices. Recall from (1.3) that given a graph G, the d-QMC irrep

Hamiltonian Hd
G is defined as

Hd
G = ρ(d)n

 ∑
(i,j)∈E(G)

2wij

(
id−(i j)

) =
∑

(i,j)∈E(G)

2wij

(
I − Swap

(d)
ij

)
.

Here the Swap
(d)
ij denote the qudit swap matrices in MSwd

n (C).

Definition 6.1. Let G be a graph on n vertices with edge set E(G) and edge weights wij.

Let λ ⊢ n be a partition labelling an irrep of Sn. The QMC irrep Hamiltonian Hλ
G is

defined as

Hλ
G = ρλ

 ∑
(i,j)∈E(G)

2wij

(
id−(i j)

) .

The following is a straightforward corollary of Theorem 2.2.

2https://www.wolfram.com/mathematica

https://www.wolfram.com/mathematica
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Corollary 6.2. The spectrum of the d-QMC Hamiltonian of a graph G is the union of

the spectra of all the Hamiltonians corresponding to the irreps of Sn with at most d rows.

That is,

eigs(Hd
G) =

⋃
λ⊢n

ht(λ)≤d

eigs(Hλ
G),

and, in particular,

eigmax(H
d
G) = max

λ⊢n
ht(λ)≤d

(
eigmax(H

λ
G)
)
.

6.1. Exact solution for sufficiently large d. We record the largest eigenvalue of the

Hamiltonian

Hd
G =

∑
(i,j)∈E(G)

2wij

(
I − Swap

(d)
ij

)
if d ≥ n = |V(G)| and wij ≥ 0 for all (i, j) ∈ E(G).

Proposition 6.3. If all the edge weights in G are nonnegative and d ≥ n, the largest

eigenvalue of Hd
G is 4

∑
i,j wij.

Proof. Clearly,

∥Hd
G∥ ≤

∑
(i,j)∈E(G)

2wij

∥∥∥I − Swap
(d)
ij

∥∥∥ = 4
∑
i,j

wij,

so the largest eigenvalue of Hd
G is at most 4

∑
i,j wij. If d ≥ n, then

v =
∑
π∈Sn

sgn(π)eπ(1) ⊗ · · · ⊗ eπ(n)

satisfies Swap
(d)
ij v = −v for all i ̸= j. Therefore Hd

Gv =
(
4
∑

i,j wij

)
v.

Let us end this short subsection with a comment on the case d = n − 1. While

MSwn
n (C) ∼= C[Sn], the swap algebra MSwn−1

n (C) is isomorphic to the direct sum of all the

irreps of Sn apart from the one-dimensional sign representation of Sn. The latter is, as

a sub-representation of C[Sn], spanned by a = 1
n!

∑
π∈Sn

sgn(π)π, the antisymmetrizer in

C[Sn]. Thus M
Swn−1
n (C) is, as a C*-algebra, isomorphic to the orthogonal complement of

a in C[Sn]. Under this identification, the Hamiltonian Hn−1
G corresponds to

(6.1)
∑

(i,j)∈E(G)

2wij

(
id−(i j)

)
− 4

 ∑
(i,j)∈E(G)

wij

 a ∈ C[Sn]

because the projection of id−(i j) onto the span of a equals 2a. While (6.1) lacks the

sparsity (2-locality) of Hn−1
G , it can at least be viewed as an operator on a slightly smaller

space of dimension n! < (n− 1)n via the left regular representation of Sn. We speculate

that MSwn−1
n (C) differing from C[Sn] only for the (very simple) sign representation might

offer further insight into the (n− 1)-QMC problem, which is currently beyond reach.

6.2. Exact solutions for clique Hamiltonians with uniform edge weights. We now

present the main steps in the computation of the spectrum of the d-QMC Hamiltonian of

a complete graph with uniform edge weights. For the rest of this section we assume all

edge weights wij = 1.

The clique is the easiest graph for tackling the d-QMC problem since the isotypic

components of the d-QMC Hamiltonian are scalar matrices in this case.
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Lemma 6.4. Let λ ⊢ n be a partition. Then

Hλ
Kn

= ηλI,(6.2)

where ηλ is a scalar depending only on the irrep λ and I is the identity matrix of the

appropriate dimension.

Proof. Follows by [BCEHK24, Lemma 2.11].

For any partition λ ⊢ n, the dimension of the irrep ρλ of Sn is the value of the corre-

sponding character χλ : Sn → C at the identity element e ∈ Sn. So

χλ(π) = Tr(ρλ(π)), π ∈ Sn,

and, in particular,

χλ(e) = Tr(ρλ(e))

is the dimension of the irrep ρλ of Sn. From Lemma 6.4 if follows that the eigenvalue

ηλ can be expressed through the values of the character χλ at the identity e and at any

transposition (i j).

Lemma 6.5. For any λ ⊢ n let χλ be the character corresponding to ρλ and let ηλ be as

in Lemma 6.4. Then

ηλ = 2

(
n

2

)(
1−

χλ

(
(i j)

)
χλ(e)

)
.(6.3)

Proof. For λ ⊢ n, the constant ηλ can be explicitly computed by taking the trace on both

sides of (6.2). Indeed, since

Hλ
Kn

= ρλ

 ∑
(i,j)∈E(G)

2
(
I − (i j)

) ,

we get, by taking the trace, that

Tr
[
Hλ

Kn

]
=

∑
(i,j)∈E(G)

2
[
χλ(e)− χλ

(
(i j)

)]
= 2

(
n

2

)[
χλ(e)− χλ

(
(i j)

)]
.

On the other hand,

Tr
[
Hλ

Kn

]
= ηλ χλ(e),

so that

ηλ = 2

(
n

2

)(
1−

χλ

(
(i j)

)
χλ(e)

)
.

Example 6.6. For a two-row partition λ = (n − k, k), it was computed in [BCEHK24,

Lemma 2.12] that

ηλ = 2k(n+ 1)− 2k2.

We now compute the eigenvalue ηλ for any partition λ using a formula by Frobenius

[Fro00]. For a more direct approach, where we explicitly compute the value of χλ at a

transposition using the well-known hook-length formula, see Appendix C.

Proposition 6.7. Let ηλ be as in Lemma 6.4. For any λ ⊢ n with rows λ1 ≥ · · · ≥ λd,

(6.4) ηλ = n2 +
d(d− 1)(2d− 1)

6
−

d∑
k=1

(
λk − (k − 1)

)2
.
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Proof. Let λ ⊢ n be a partition with rows λ1 ≥ · · · ≥ λd ≥ 1. Recall that the conjugate

partition λ′ of λ is the partition of n, whose k-th row is the k-th column of λ. It follows

from [Fro00, p. 534] (or [Lsa08, Theorem 4]) that for any transposition (i j),(
n

2

)
χλ

(
(i j)

)
χλ(e)

=
d∑

k=1

[(
λk

2

)
−
(
λ′
k

2

)]
.

Moreover, by [Sta99, Proposition 1.8.3] we have

d∑
k=1

(
λ′
k

2

)
=

d∑
i=1

(k − 1)λk.

Hence,

ηλ = 2

(
n

2

)(
1−

χλ

(
(i j)

)
χλ(e)

)
= 2

(
n

2

)
− 2

d∑
k=1

[(
λk

2

)
−
(
λ′
k

2

)]

= 2

(
n

2

)
− 2

d∑
k=1

[(
λk

2

)
− (k − 1)λk

]

= n(n− 1) +
d∑

k=1

λk −
d∑

k=1

(
λ2
k − 2(k − 1)λk

)
= n2 −

d∑
k=1

(
λ2
k − 2(k − 1)λk

)
= n2 +

d(d− 1)(2d− 1)

6
−

d∑
k=1

(λk − (k − 1))2 .

Since d(d−1)(2d−1)
6

= 12 + · · · + (d − 1)2, the formula (6.4) is valid even for λ ⊢ n with

ht(λ) ≤ d, i.e., λ = (λ1, . . . , λd) with λ1 ≥ · · · ≥ λd ≥ 0.

Using Proposition 6.7, one can deduce the solution to the d-QMC problem for a clique,

i.e., the maximal ηλ, where λ ⊢ n ranges over all partitions with at most d rows. Moreover,

the form (6.4) of ηλ eases the computation of the precise partition λ ⊢ n at which the

maximum is obtained.

Corollary 6.8. The maximum value of ηλ among all partitions λ ⊢ n with ht(λ) ≤ d is

obtained at

(6.5) λ =
(
1 +

n− r

d
, . . . , 1 +

n− r

d︸ ︷︷ ︸
r

,
n− r

d
, . . . ,

n− r

d︸ ︷︷ ︸
d−r

)
for n ≡ r mod d. Moreover, the solution to the d-QMC problem for an n-clique is

(6.6) n2 + (d− 1)n+ r2 − r(d+ 1)− n2 − r2

d
.

Proof. The statement for d = n is routine (or see Proposition 6.3). We thus assume d < n.

First, for each partition λ ⊢ n with e = ht(λ) < d we find a partition λ̃ ⊢ n with

ht(λ̃) = e + 1 ≤ d such that ηλ̃ > ηλ. Let e′ be the largest index for which λe′ > 1 (e′
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exists since d < n). Then construct λ̃ ⊢ n with ht(λ̃) = e+ 1 as follows:

λ̃j =


λj 1 ≤ j ≤ e, j ̸= e′

λj − 1 j = e′

1 j = e+ 1.

Now

ηλ − ηλ̃ = n2 +
e(e− 1)(2e− 1)

6
−

e∑
k=1

(
λk − (k − 1)

)2
−
(
n2 +

(e+ 1)e(2e+ 1)

6
−

e+1∑
k=1

(
λ̃k − (k − 1)

)2)
= −e2 − (λe′ − (e′ − 1))2 + (λe′ − 1− (e′ − 1))2 + (1− e)2

= −2(λe′ + e− e′) < 0,

as desired.

Thus the solution to the d-QMC problem is attained at λ ⊢ n with ht(λ) = d. Since

n, d are fixed, maximizing ηλ is by Proposition 6.7 equivalent to minimizing

(6.7) f(λ) :=
d∑

k=1

(
λk − (k − 1)

)2
over partitions λ ⊢ n with ht(λ) = d. That is,

∑d
k=1 λk = n and λ1 ≥ λ2 ≥ · · · ≥ λd ≥ 1.

We claim that any minimizer λ⋆ of (6.7) has at most one jump, i.e., λ⋆
1−λ⋆

d ≤ 1. Assume

otherwise. Then there are d ≥ k > ℓ ≥ 2 such that

λ⋆
d ≤ · · · ≤ λ⋆

k < λ⋆
k−1 ≤ · · · ≤ λ⋆

ℓ < λ⋆
ℓ−1 ≤ · · · ≤ λ1.

We now replace λ∗
k with λ∗

k + 1 and λ∗
ℓ−1 with λ∗

ℓ−1 − 1 to obtain a new partition λ† ⊢ n

with ht(λ†) ≤ d. Then

f(λ∗)− f(λ†) =
(
λk − (k − 1)

)2
+
(
λℓ−1 − (ℓ− 2)

)2
−
(
λk + 1− (k − 1)

)2 − (λℓ−1 − 1− (ℓ− 2)
)2

= 2(k − ℓ) + 2(λℓ−1 − λk) > 0,

contradicting the minimality of λ⋆. Since a minimizer λ of (6.7) satisfies λ1 − λd ≤ 1,

(6.5) follows.

It is routine to check that the solution to the d-QMC problem for an n-clique, obtained

by plugging (6.5) into the formula (6.4) for ηλ, is in fact (6.6).

Remark 6.9. The solution (6.6) to the d-QMC problem for an n-clique is indeed an

integer, since
n2 − r2

d
=

(n− r)(n+ r)

d
and n− r is divisible by d (as n ≡ r mod d).

7. Graph clique decomposition

In this section we refine an algorithm from [BCEHK24, Section 6], called graph clique

decomposition, to solve the d-QMC problem for a larger family of graphs, namely star

graphs and a large class of complete bipartite graphs. The clique decomposition expresses
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the d-QMC Hamiltonian of a given graph as an alternating sum of d-QMC Hamiltonians

associated with cliques and simple graphs, in a form suitable for eigenvalue analysis.

7.1. Exact solutions for star graphs. Let n ≥ 2, and consider the star graph ⋆n on

n-vertices and observe that if we label the vertices of ⋆n so that n corresponds to the

central vertex, then

(7.1) ⋆n = Kn −Kn−1.

E.g., for n = 8 we have

1
2

3

45

6

7

8 =

1
2

3

45

6

7

8 −

1
2

3

45

6

7

Here, we view Kn−1 as a graph on n vertices, in which the vertex n is disconnected from

the rest. This is the clique decomposition of⋆n, which together with the Young branching

rule [Sag01, § 2] facilitates the computation of the eigenvalues of Hd
⋆n

significantly. The

spectrum of Hd
⋆n

in the case d = 2 was computed in [BCEHK24]. Note that H
(n)
⋆n

= 0 for

the 1-row partition (n) ⊢ n.

Example 7.1 ([BCEHK24, Lemma 6.1]). Let n ≥ 2 and λ = (λ1, λ2). If λ1 > λ2 then

Hλ
⋆n

has two eigenvalues

e1 = 2(n− λ1), e2 = 2(n− λ2 + 1).

If λ1 = λ2 then Hλ
⋆n

has only one eigenvalue e1 = 2(n− λ2 + 1) = n+ 2. The solution to

the 2-QMC problem for ⋆n is 2n, attained at the partition λ = (n− 1, 1).

We extend this result by computing the eigenvalues of Hd
⋆n

.

Theorem 7.2. If λ = (λ1, . . . , λe) ⊢ n has e ≤ d rows λ1 ≥ · · · ≥ λe ≥ 1, then the

eigenvalues of the d-QMC irrep Hamiltonian Hλ
⋆n

form a subset of

{2(n− λ1), 2(n− λ2 + 1), . . . , 2(n− λe + e− 1)}

containing the value η⋆ = 2(n − λe + e − 1). Hence, the solution to the d-QMC problem

for ⋆n and 2 ≤ d ≤ n is 2(n+ d− 2), attained at any partition with λd = 1.

Proof. By Lemma 6.4, Hλ
Kn

is a scalar matrix for every partition λ. From (7.1) we deduce

that Hλ
⋆n

is similar to Hλ
Kn

− Hλ
Kn−1

⊗Id. The eigenvalues of Hλ
Kn−1

can be computed

using the Young branching rule [Sag01, § 2]. It states that the restriction of any irrep, say

labeled by the partition λ, of Sn to the subgroup Sn−1 decomposes as a direct sum of all

the irreps of Sn−1 which can be obtained from λ by removing one box.

Hence, the eigenvalues of Hλ
⋆n

are obtained by subtracting from ηλ (which is the single

eigenvalue of Hλ
Kn

) each of the (at most e) eigenvalues of Hλ
Kn−1

. Precisely, we use the

following procedure: Let the index j run from e to 1 and let ηλ be the eigenvalue of Hλ
Kn

and ηµj
the eigenvalue of H

µj

Kn−1
, where µj is obtained from λ by removing one box from

the j-th row. Now let

η∗(j) = ηλ − ηµj
= 2(n− λj + j − 1).

As noted, η∗ = η∗(e) is an eigenvalue of Hλ
⋆n

if λe ≥ 1, since in this case one can remove

a box from the last row of the Young diagram of λ to obtain a valid Young diagram of a
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partition of n− 1. Next, consider j = e− 1. If λe−1 > λe (hence, λe−1 ≥ 2), then η∗(e− 1)

is an eigenvalue of Hλ
⋆n

, because one box can be removed from λe−1 to obtain a valid

partition of n− 1; otherwise, if λe−1 = λe, proceed to j = e− 2 and so on.

It is now immediate that the largest eigenvalue of Hd
⋆n

(for d ≤ n) is 2(n + d − 2),

which is obtained by plugging j = d and λd = 1 into the expression for η⋆.

To give a more precise description of the spectrum of Hλ
⋆n

for λ with ht(λ) ≤ d, it

is easier to look at that of nI − 1
2
Hλ

⋆n
: its eigenvalues are obtained from the strictly

decreasing sequence

λ1, λ2 − 1, . . . , λd − (d− 1)

by keeping only the smallest element of any subsequence of consecutive values, and then

removing −(d−1) if necessary. Indeed, the subsequences of consecutive values correspond

to rows in λ with equal length (thus when restricting the irrep to Sn−1, a box can be

removed only from the lowest such row), while removing −(d − 1) corresponds to the

possibility that λ has less than d rows.

As an example we now explicitly present the spectrum of H3
⋆n

.

Example 7.3. Let λ = (λ1, λ2, λ3) be a partition of n with three rows. The d-QMC irrep

Hamiltonian Hλ
⋆n

has at most three distinct eigenvalues, namely

(1) if λ1 > λ2 > λ3 then it has three eigenvalues

e1 = 2(n− λ3 + 2), e2 = 2(n− λ2 + 1), e3 = 2(n− λ1),

(2) if λ1 = λ2 > λ3 then it has two eigenvalues

e1 = 2(n− λ3 + 2), e2 = 2(n− λ2 + 1),

(3) if λ1 > λ2 = λ3 then it has two eigenvalues

e1 = 2(n− λ3 + 2), e2 = 2(n− λ1),

(4) if λ1 = λ2 = λ3 then it has one eigenvalue

e1 = 2(n− λ3 + 2).

The solution to the 3-QMC problem for ⋆n is 2(n+ 1), attained at partition of the form

λ = (λ1, λ2, 1).

Corollary 7.4. Let n ≥ 2. If λ, µ are partitions of n with distinct parts, then

spec(Hλ
⋆n

) = spec(Hµ
⋆n

) ⇐⇒ λ = µ.

Remark 7.5. The assumption about distinct parts in Corollary 7.4 is necessary. Indeed,

λ = (4, 2, 2, 2, 2) and µ = (5, 5, 1, 1) satisfy spec(Hλ
⋆12

) = {16, 28} = spec(Hµ
⋆12

). With a

bit more effort, one also can find distinct partitions with equal height such that Hλ
⋆n

and

Hµ
⋆n

have the same eigenvalues:

λ = (8, 5, 5, 5, 5, 2, 2),

µ = (9, 9, 4, 4, 2, 2, 2)

satisfy spec(Hλ
⋆32

) = {24, 31, 36} = spec(Hµ
⋆32

).

7.2. Exact solutions for complete bipartite graphs. The star graph ⋆n from the

previous section is a special example of a complete bipartite graph. We now describe how

the solution to the d-QMC problem can be obtained for a large class of complete bipartite
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graphs Kn−k,k with k ≤ n/2; by this we mean a graph whose vertices are separated into

two subsets N1 and N2 of size n− k and k respectively, each with no internal connections

and such that every vertex in N1 is connected to every vertex in N2. The complement of

Kn−k,k consists of two cliques Kn−k and Kk (cf. Equation (7.1)), hence

(7.2) Kn−k,k = Kn − (Kn−k ⊕Kk).

E.g., if n = 6 and k = 2, then we have

1

2

3

4

5

6

=

1
2

3
4

5

6
− ⊕

1

2

3

4
5

6

This gives a formula for the d-QMC Hamiltonian Hd
Kn−k,k

,

Hd
Kn−k,k

= Hd
Kn

−
(
Hd

Kn−k
⊗Idk + Idn−k⊗Hd

Kk

)
.

Note that the summands on the right-hand side commute. Thus, for λ ⊢ n with at most

d rows,

(7.3) Hλ
Kn−k,k

= Hλ
Kn

−
(
(HKn−k

⊗ I)λ + (I ⊗HKk
)λ
)
.

First, note that Hλ
Kn

is a known scalar matrix (by Lemma 6.4). Second, the matrix

HKn−k
⊗I+I⊗HKk

belongs to the image of the subspace R[Sn−k]⊗id+ id⊗R[Sk] under the

representation ρ
(d)
n of Sn. This subspace is contained in the subalgebra C[Sn−k]⊗C[Sk] ∼=

C[Sn−k × Sk] of C[Sn]. In order to determine eigenvalues of (7.3), it therefore suffices to

consider the restriction of the irrep λ of Sn to a representation of Sn−k×Sk. The matrices

(HKn−k
⊗I)λ and (I⊗HKk

)λ commute, so the eigenvalues of (HKn−k
⊗I)λ+(I⊗HKk

)λ are

sums of matching eigenvalues of (HKn−k
⊗ I)λ and (I ⊗HKk

)λ. While the latter matrices

are similar to Hλ
Kn−k

⊗ I and I ⊗ Hλ
Kk

, respectively, the transition matrices involved in

similarities are distinct, because projecting to the irrep λ within ρ
(d)
n does not preserve

the tensor decomposition (Cd)⊗(n−k) ⊗ (Cd)⊗k. To compute the eigenvalues of (7.3), one

therefore needs to understand how the restriction of the irrep λ on Sn to Sn−k × Sk

decomposes as a direct sum of irreducible representations of Sn−k × Sk. Similarly to the

case of the star graph, a branching rule is invoked, this time the Littlewood-Richardson

rule [Sag01, Section 4.9] together with the Frobenius reciprocity [Sag01, Theorem 1.12.6].

More precisely, the restriction of the irreducible module of Sn corresponding to λ ⊢ n

decomposes as

(7.4) V
↓Sn−k×Sk

λ =
⊕

µ⊢n−k,
ν⊢k

(
Vµ ⊗ Vν

)cλµν ,
where cλµν is the Littlewood–Richardson coefficient [Sag01, Section 4.9]. Combining (7.3)

and (7.4), the eigenvalues of Hλ
Kn−k,k

are

(7.5) ∆(λ, µ, ν) := ηλ − (ηµ + ην)

over all pairs of µ ⊢ n− k and ν ⊢ k such that the Littlewood–Richardson coefficient cλµν
is nonzero.
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7.3. Balanced partitions and Littlewood-Richardson coefficients. In order to ex-

plain which triples of partitions (λ, µ, ν) are admissible in (7.5), we introduce some further

terminology. Let µ be contained in λ, in the sense that µi ≤ λi for all i. A filling T of the

skew Young diagram λ/µ with natural numbers is a Littlewood-Richardson (LR) tableau

if

(1) it is a semistandard Young tableau (its entries weakly increase along each row and

strictly increase down each column), and

(2) the concatenation of reversed rows in T is a lattice word (a word in which every

prefix contains at least as many is as (i+ 1)s).

The content of a tableau T is the partition whose i-th part counts the number of is in T .

By [Sag01, Theorem 4.9.4], the Littlewood-Richardson coefficient cλµν counts the number

of Littlewood-Richardson tableaux of shape λ/µ with content ν.

Remark 7.6. To apply the clique decomposition with more than two summands to the

d-QMC problem, let

H = Hd
G1

⊗ Idn−n1 + Idn1 ⊗Hd
G2

⊗ Idn−n1−n2 + · · ·+ Idn−nr ⊗Hd
Gr
,

where the graphs Gi act on pairwise disjoint sets of indices of size ni with n1+· · ·+nr = n.

Then

Hλ = (Hd
G1

⊗ Idn−n1 )
λ + · · ·+ (Idn−nr ⊗Hd

Gr
)λ

and the eigenvalues of Hλ are of the form

α1 + · · ·+ αr,

where αi are eigenvalues of Hλi
Gi

and λi ⊢ ni are such that the iterated LR coefficient

cλλ1,...,λr
is nonzero. The iterated LR coefficients are inductively defined via the usual LR

coefficients c·λi,λi+1
(see [KLMS12, GL20]). In fact,

cλλ1,...,λr
=

∑
ζ⊢n−nr

cζλ1,...,λr−1
· cλζ λr

=
∑

ζ1,...,ζk−2

cζ1λ1λ2
cζ2ζ1 λ3

· · · cζr−2

ζr−3λr−1
cλζk−2 λr

,

where ζi ⊢ n1 + · · ·+ ni. The iterated LR coefficients are also invariant under any permu-

tation of the partitions.

In the special case when Gi = Kni
for all i, the eigenvalues of Hλ are of the form

ηλ1 + · · ·+ ηλr ,

where λi ⊢ ni are such that cλλ1,...,λr
is nonzero.

The above observation may be used to reduce the d-QMC problem for a given graph G

to simpler d-QMC problems. Every graph G admits a unique tree clique decomposition

[BCEHK24, Theorem 6.3] as a signed sum of simpler graphs Gi (e.g., a complete bipartite

graph is a clique minus two cliques as in (7.2)). The Hamiltonian HG then decomposes

as a signed sum of Hamiltonians HGi
[BCEHK24, Theorem 6.5]. Hence, the iterated LR

coefficients dictate as above how eigenvalues of Hλ
G express as signed sums of eigenvalues

of Hλi
Gi
.3 In particular, if G is a signed sum of cliques, the iterated LR coefficients and the

formula (6.4) for ηλ give a combinatorial approach to solving the d-QMC for G.

3In [BCEHK24, Section 6.5], it is erroneously asserted that eigenvalues of Hλ
G are signed Minkowski sums

of eigenvalues of Hλi

Gi
for all λi (without the non-vanishing condition on the iterated LR coefficients).
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Definition 7.7. Let λ ⊢ n and µ ⊢ n− k be such that µ is contained in λ. We say that

λ/µ is a minimal LR tableau if it is a LR tableau, where (going left to right, top to

bottom) each box is filled with the smallest possible number. If w is the concatenation of

reversed rows of λ/µ, we shall say that the box-count for i and i+1 fails if w has a prefix

that contains more (i+ 1)s than is.

Lemma 7.8. The expression (7.5) is maximized at partitions λ ⊢ n, µ ⊢ n− k and ν ⊢ k

such that each row of λ coincides either with a row of µ or a row of ν. For such partitions

the coefficient cλµν is nonzero.

Proof. Let j0 be the smallest index such that λj0 > µj0 (hence λj = µj for all j =

1, . . . , j0 − 1). Now construct a partition µ† ⊢ n− k from µ by moving the last box of the

last (e-th) row of µ to the j0-th row of µ. Hence, µ†
j0

= µj0 + 1 and µ†
e = µe − 1, while

all the other rows of µ† coincide with those of µ. Note that by the definition of j0, this

construction really gives a (valid) partition, i.e., µ†
j0
≤ µ†

j0−1 and µ†
j0
≤ λj0 .

We claim that cλµν > 0 implies cλ
µ†ν > 0. Note that if λ/µ is a LR tableau, its first row

only contains 1s. Assume w.l.g. that λ/µ is a minimal LR tableau. When constructing

µ†, one box from the first row of λ/µ (i.e., the j0-th row of λ) gets moved right after the

µ-squares in the e-th row of µ. Doing so, the obtained λ/µ† may not be a LR tableau as the

lattice word property may fail. However, λ/µ† can be relabeled so that the lattice word

property is reestablished as we now explain. The case when the λ/µ† fails the lattice word

property is when λ/µ starts with a block of two rows of equal length as in the following

example.

1 1
2 2

1 1
1 2 2

Since λ/µ is a minimal LR tableau and the column numbers need to be strictly increasing,

the second row of λ/µ must be all 2s. Thus, removing one box from the first row of of λ/µ

results in failing the lattice word property. To fix this, relabel the first 2 appearing in the

second row of of λ/µ to a 1 and relabel the 1 that was moved to the e-th row of µ to a 2

(call this box ∗). Also, move the latter 2 to the right after potential 1s appearing in this

row. Since this operation is performed in the last row of of λ/µ, the increasing/strictly

increasing properties of rows and columns are preserved.

1
2 2

1 1
1 1 2 2

−→

1
1 2

1 1
1 2 2 2

This fixes the box-count for the numbers 1 and 2, but potentially ruins the count for

the numbers 2 and 3. Note that when enumerating a minimal LR tableau, we need to

switch to a higher number, say from 2 to 3, in two cases: if we run out of 2s, in which

case the aforementioned relabeling does not ruin the box-count, or if there is a row right

below the current one, which shares columns with the one we are at. This means that the

box-count for the numbers 2 and 3 needs to be restored if the third row of λ/µ shares as

many columns with the second row as there are 2s in the second row. In this case relabel

the first 3 appearing in that row to a 2 and relabel the 2 in the ∗ box to a 3. Then shift,

if needed, the ∗ box to the right after the 2s appearing in that row. Note that doing so

the columns are still strictly increasing. Repeating this relabeling inductively produces a

correct enumeration of λ/µ† so that cλ
µ†ν > 0.
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Now if µe > 1,

ηλ − ηµ − ην − (ηλ − ηµ† − ην)

= (µj0 − j0 + 1)2 − (µ†
j0
− j0 + 1)2 + (µe − e+ 1)2 − (µ†

e − e+ 1)2

= − 2(1− j + e+ µj0 − µe) ≤ 0,

Otherwise, if µe = 1, then µ† has e− 1 rows and we get

ηλ − ηµ − ην − (ηλ − ηµ† − ην) = (µj0 − j0 + 1)2 − (µ†
j0
− j0 + 1)2 + (µe − e+ 1)2

− e(e− 1)(2e− 1)

6
+

(e− 1)(e− 2)(2e− 3)

6
= −2 + 2j − 2e− 2µj0 + 2µe + (e− µe)

2 − (e− 1)2

= 2j − 2e− 2µj0 ≤ 0

By symmetry, the same holds for ν instead of µ. Finally, it is clear that the coefficient

cλµν is positive if µ and ν are as in the statement of the lemma. Indeed, λ/µ of of shape

ν and can be enumerated by putting νj copies of j in the j-th row for all j.

Lemma 7.9. The expression (7.5) is maximized when the partitions µ ⊢ n− k and ν ⊢ k

are balanced.

Proof. Choose the largest index k, for which there is an l > k such that λk = µi, λl = µj

for some i < j and λl − λk ≥ 2. Then construct λ† (and µ†) by moving a box from λl (µj

resp.) to λk (µi resp.). Note that by the choice of k, the obtained λ† and µ† are indeed

valid partitions. Then

ηλ − ηµ − ην − (ηλ† − ηµ† − ην) =− (λk − k + 1)2 + (λ†
k − k + 1)2

− (λl − l + 1)2 + (λ†
l − l + 1)2

+ (µi − i+ 1)2 − (µ†
i − i+ 1)2

+ (µj − j + 1)2 − (µ†
j − j + 1)2

= 2(j − i− l + k) < 0

since clearly, j − i ≤ l − k. After repeating this procedure inductively we deduce that a

balanced µ gives the highest value of (7.5). Since the procedure does not affect ν and the

rows of µ are still disjoint from the rows of ν, the coefficient cλ
µ†ν is nonzero. By symmetry,

the same holds for ν instead of µ.

Lemma 7.10. The expression (7.5) is maximized when the partition λ ⊢ n has height d.

Proof. If λ ⊢ n has height f < d, let l0 be the biggest index such that λl0 > 1. The

partition λ† ⊢ n is obtained from λ by moving the last box of the l0-th row of λ to a new

row (so that λ† has f + 1 rows).

Denote e = ht(µ). If λl0 = µj for some j, then µ† is constructed from µ by moving the

last box of the j-th row of µ to a new row (so that µ† has e+ 1 rows). Note that by the

definition of l0, we indeed obtain a valid partition. Hence,

ηλ − ηµ − (ηλ† − ηµ†) =
f(f − 1)(2f − 1)

6
− (f + 1)f(2f + 1)

6

− e(e− 1)(2e− 1)

6
+

(e+ 1)e(2e+ 1)

6

− (λl0 − l0 + 1)2 + (λ†
l0
− l0 + 1)2 + (λ†

f+1 − f)2
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+ (µj − j + 1)2 − (µ†
j − j + 1)2 − (µ†

e+1 − e)2

= 2(e− j − f + l0) ≤ 0.

If λl0 = νk for some k, then construct ν† from ν by moving the last box of the k-th row

of ν to a new row. By analogy with the above computation, we have

ηλ − ην − (ηλ† − ην†) ≤ 0.

It is finally clear that cλ
µν† > 0.

By Lemmas 7.9 and 7.10, we restrict to ht(λ) = d and balanced µ ⊢ n−k, ν ⊢ k for the

rest of the section. If µ ⊢ n− k and ν ⊢ k are such that the last part of µ is not smaller

than the first part of ν, we denote by (µ, ν) the partition of n obtained by concatenating

µ and ν. In the following lemmas, whenever (µ, ν) ⊢ n is referred to, it is assumed that

µ and ν are suitable for (µ, ν) to be valid.

Lemma 7.11. Suppose µ ⊢ n− k, ν ⊢ k, and λ = (µ, ν) ⊢ n. Letting e = ht(µ), we have

(7.6) ∆(λ, µ, ν) = ηλ − ηµ − ην = 2k(e+ n− k)

Proof. Using the formula (6.4) from Proposition 6.7, we have

∆(λ, µ, ν) = n2 − (n− k)2 − k2

+
d(d− 1)(2d− 1)

6
− e(e− 1)(2e− 1)

6
− (d− e)(d− e− 1)(2d− 2e− 1)

6

−
d∑

j=1

(
λj − (j − 1)

)2
+

e∑
j=1

(
µj − (j − 1)

)2
+

d−e∑
j=1

(
νj − (j − 1)

)2

(7.7)

Since the first e rows of λ form µ, the third line in (7.7) simplifies into

−
d∑

j=e+1

(
λj − (j − 1)

)2
+

d−e∑
j=1

(
νj − (j − 1)

)2
=−

d−e∑
j=1

(
λj+e − (j + e− 1)

)2
+

d−e∑
j=1

(
νj − (j − 1)

)2
=−

d−e∑
j=1

(
νj − (j + e− 1)

)2
+

d−e∑
j=1

(
νj − (j − 1)

)2
=

d−e∑
j=1

e
(
2νj − 2j − e+ 2

)
= e(d− d2 − e+ de+ 2k).

Putting this back into (7.7) and simplifying the obtained expression yields (7.6).

Corollary 7.12. The solution to the 2-QMC problem for Kn−k,k is 2k(1 + n− k).

Proof. As explained in the beginning of this section, we are maximizing (7.6). By Lemma

7.8, this is maximized when λ = (n − k, k), µ = (n − k) and ν = (k). The desired value

is then given in Lemma 7.11.

Lemma 7.13. Suppose µ ⊢ n− k and ν ⊢ k are balanced, ht(µ) = e, and λ = (µ, ν) ⊢ n.

Suppose µ† is the balanced partition of n− k on e+1 rows, ν† is the balanced partition of



32 I. KLEP, T. ŠTREKELJ, AND J. VOLČIČ

k on d− e− 1 rows. If λ† = (µ†, ν†) is a (valid) partition of n, then

∆(λ†, µ†, ν†) > ∆(λ, µ, ν).

Proof. Immediate from Lemma 7.11.

Lemma 7.14. Suppose µ ⊢ n− k and ν ⊢ k are balanced, ht(µ) = e, and λ = (µ, ν) ⊢ n.

Suppose µ† is the balanced partition of n− k on e+1 rows, ν† is the balanced partition of

k on d− e− 1 rows. Assume λ† = (ν†, µ†) ⊢ n. Then

∆(λ, µ, ν)−∆(λ†, µ†, ν†) = 2
(
(−1 + d)k + (1− d+ e)n

)
.

In particular,

∆(λ, µ, ν) ≥ ∆(λ†, µ†, ν†) ⇐⇒ e ≥ (d− 1)
(
1− k

n

)
.

Proof. This is again immediate from Lemma 7.11.

Further analysis of the d-QMC problem for Kn−k,k splits into two main cases, according

to the following definition.

Definition 7.15. We call a triple (n, k, d) balancing if the rows of the balanced partition

of n of height d can be partitioned into a (balanced) partition of n− k and a (balanced)

partition of k. Otherwise we call the triple (n, k, d) unbalancing.

Remark 7.16. Letting q =
⌊
n
d

⌋
and r = n− qd, the triple (n, k, d) is balancing iff there

are integers 0 ≤ s ≤ r and 0 ≤ t ≤ d− r such that k = s(q+1)+ tq. This is equivalent to

the existence of an integer max{0, k−q(d−r)
q+1

} ≤ s ≤ min{r, k
q+1

} such that k ≡ s mod q.

7.3.1. Unbalancing triples. First, we resolve the d-QMC problem for Kn−k,k when (n, k, d)

is unbalancing.

Lemma 7.17. Let k, n, d be positive integers with k < n and n ≥ d. If dk
n
∈ N, then the

rows of the balanced partition λ of n of height d can be split into a partition of k and a

complementary partition of n− k.

Proof. Write

n = qd+ r, 0 ≤ r < d,

so that the balanced partition λ consists of r × (q + 1) and (d− r)× q.

Set

t =
dk

n
∈ N.

Because k < n, one has t < d. Now define

x =
rt

d
, y =

(d− r)t

d
.

Then

x =
(n− qd)t

d
=

nt

d
− qt =

ndk

nd
− qt = k − qt,

so x, y ∈ N. Further, x+ y = t, x ≤ r, and y ≤ d− r. Finally,

x(q + 1) + y q = q(x+ y) + x = qt+
r t

d
= (qd+ r)

t

d
= n

t

d
= k.

Hence taking x of the “large” parts of λ and y of the “small” parts gives a partition of k,

and the remaining parts sum to n− k.
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Lemma 7.18. Suppose (n, k, d) is unbalancing. Let e be the largest integer such that

⌊n−k
e
⌋ ≥ ⌈ k

d−e
⌉, i.e., the tail of the balanced partition of n− k of height e is at least as big

as the head of the balanced partition of k of height d− e.

Then

(7.8) e =

⌊
d
(
1− k

n

)⌋
.

Proof. Since (n, k, d) is unbalancing, the head of the balanced partition of n− k of height

e+ 1 is at most as big as the tail of the balanced partition of k of height d− e− 1. This

yields the following two inequalities,⌊
n− k

e

⌋
≥
⌈

k

d− e

⌉
,

⌈
n− k

e+ 1

⌉
≤
⌊

k

d− e− 1

⌋
.

In particular,
n− k

e
≥ k

d− e
,

n− k

e+ 1
≤ k

d− e− 1
.

Clearing denominators yields

d(n− k)− en ≥ 0, d(n− k)− (e+ 1)n ≤ 0.

The two inequalities imply

e ≤ d(n− k)

n
, e ≥ d(n− k)

n
− 1.

Since e is an integer, this is equivalent to⌈
d(n− k)

n

⌉
− 1 ≤ e ≤

⌊
d(n− k)

n

⌋
.

As (n, k, d) is unbalancing, dk
n
̸∈ N by Lemma 7.17, whence⌈
d(n− k)

n

⌉
− 1 =

⌊
d(n− k)

n

⌋
,

and (7.8) follows.

Lemma 7.19. Let k, n, d be positive integers with 2k ≤ n and n ≥ d. Then

(7.9)

⌊
d
(
1− k

n

)⌋
≥ (d− 1)

(
1− k

n

)
holds if and only if, letting dk = r mod n, one has

r ∈ {0} ∪ {k, k + 1, . . . , n− 1}.

Equivalently, inequality (7.9) fails precisely when

1 ≤ r ≤ k − 1.

Proof. If r = 0, then (7.9) holds. Thus assume r > 0. Set

(7.10) A = d
(
1− k

n

)
, B = (d− 1)

(
1− k

n

)
.

Then

⌊A⌋ ≥ B ⇐⇒ ⌊A⌋+
(
1− k

n

)
≥ A ⇐⇒ {A} ≤ 1− k

n
,

where {A} = A− ⌊A⌋.
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From (7.10) we have

{A} = 1− r

n
.

Thus

{A} ≤ 1− k

n
⇐⇒ r ≥ k,

as claimed.

Corollary 7.20. Suppose (n, k, d) is unbalancing. Let dk = r mod n for 0 < r < n. If

r ∈ {k, k + 1, . . . , n− 1}, then the solution to the d-QMC problem for Kn−k,k is

2k

(⌊
d
(
1− k

n

)⌋
+ n− k

)
.

Otherwise, the solution is

2(n− k)

(
d−

⌊
d
(
1− k

n

)⌋
− 1 + k

)
.

Proof. Let e′ = ⌊d(1− k
n
)⌋. By Lemma 7.18, e′ is the largest e such that λ = (µ, ν), with

balanced µ ⊢ n − k of height e and balanced ν ⊢ k, is a valid partition of n. If r ≥ k,

then e′ ≥ (d− 1)(1− k
n
) by Lemma 7.19. Thus, ∆(λ, µ, ν) is maximized at the balanced

µ ⊢ n − k of height e′, the balanced ν ⊢ k and λ = (µ, ν) by Lemmas 7.13 and 7.14. If

0 < r < k, then Lemmas 7.19 and 7.14 show that ∆(λ, µ, ν) is maximized at the balanced

µ ⊢ n− k of height e′ + 1, the balanced ν ⊢ k and λ = (ν, µ). In both cases, the solution

to the d-QMC problem is then given by Lemma 7.11.

7.3.2. Balancing triples. Next, we resolve the d-QMC problem for Kn−k,k when (n, k, d)

is balancing. Throughout this section let n, k, d ∈ N satisfy 2k ≤ n and n ≥ d. Put

(7.11) q =
⌊n
d

⌋
, r = n− qd (0 ≤ r < d),

so the balanced partition of weight n and height d is

λ
8

= (q + 1, . . . , q + 1︸ ︷︷ ︸
r rows

, q, . . . , q︸ ︷︷ ︸
d−r rows

).

The solution to the d-QMC problem for Kn−k,k is especially simple when r = 0.

Lemma 7.21. Suppose d | n, and let q = n
d
. If q ∤ n − k, then the triple (n, k, d) is

unbalanced and thus handled by Corollary 7.20 above. If q | n − k and n − k = eq, then

the solution to the d-QMC problem for Kn−k,k is attained at the triple

λ = (qd), µ = (qe), ν = (qd−e)

and is

(7.12) 2k(n− k)
(
1 +

d

n

)
.

Proof. Letting µ+ denote the balanced partition of n − k of height e + 1, and ν+ the

balanced partition of k of height d− e− 1, we have λ+ = (ν+, µ+) ⊢ n. Thus

∆(λ+, ν+, µ+) = 2(n− k)(k + d− e− 1),

and using e = d(n−k)
n

, we get

∆(λ, ν, µ)−∆(λ+, ν+, µ+) = 2(n− k) > 0.
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Increasing e further will decrease the height of ν+ and thus by Lemma 7.13 only decrease

the value of ∆. Thus the maximum ∆ is attained at

λ = (qd), µ = (qe), ν = (qd−e),

as claimed. The formula (7.12) now follows from Lemma 7.11.

Proposition 7.22. Suppose µ ⊢ n− k and ν ⊢ k are balanced, with µ1 = ν1, ht(µ) = e,

and λ ⊢ n is built from rows of µ, ν, say

λ = (µ1, . . . , µs, ν, µs+1, . . . , µe),

where µ1 = · · · = µs > µs+1 = · · · = µe. Then

(7.13) ∆(λ, µ, ν) = 2(−k2 + k(n+ s) + (d− e)(e− s)µe),

and this function of e is maximized at

e∗ =
d

2
+

n− 2k

2(q + 1)
.

Proof. A similar calculation to the one in Lemma 7.11 gives

(7.14) ∆(λ, µ, ν) = 2(−k2 + k(n+ s) + (d− e)σ),

where σ = µs+1 + · · · + µe = (e − s)µe. Note that (7.14) becomes (7.6) when s = e and

hence λ = (µ, ν). Moreover, when s = 0 and λ = (ν, µ), then eµe = n − k and hence

(7.14) becomes 2(n − k)(d − e + k), i.e., (7.6) with k and e replaced by n − k and d − e

respectively.

Expressing s from

n− k = s(q + 1) + (e− s)q,

where q = ⌊n
d
⌋, and plugging it into (7.14) produces a concave quadratic function in e,

namely

(7.15) ∆ = 2
(
− (q + q2)e2 + (dq − 2kq + nq + dq2)e− 2k2 + 2kn+ dkq − dnq

)
.

This function attains its maximum at

(7.16) e∗ =
d

2
+

n− 2k

2(q + 1)
.

Remark 7.23. Using the obvious inequalities
n

d
− 1 ≤

⌊n
d

⌋
≤ n

d
,

we obtain the following bounds on e∗:

d

2
+

d(n− 2k)

2(d+ n)
≤ e∗ ≤ d

(
1− k

n

)
.

Assume (n, k, d) is balancing, and w.l.o.g., n − k ≥ k. The strategy of the proof is as

follows: by Lemmas 7.8, 7.9 and 7.10 we know that ∆ in (7.5) is maximized with ht(λ) = d

and µ ⊢ n − k, ν ⊢ k being balanced and λ made of rows of µ, ν. Such triples are thus

uniquely determined by e = ht(µ). Note that λ = (µ, ν) for small e, and λ = (ν, µ) for

large e. By Lemma 7.13, ∆ increases while µ forms the top rows of λ and e increases.

Conversely, ∆ decreases when ν is the top of λ and e increases. It is thus key to analyze

transitions, where the rows of µ, ν appear mixed in λ.
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For ease of notation, let µ[e] denote the balanced partition of n − k with height e.

Similarly, ν[e] denotes the balanced partition of k of height d− e. Let

(7.17) e0 = max

{
e ∈ {1, . . . , d− 1} :

⌊
n− k

e

⌋
≥
⌈

k

d− e

⌉}
.

Since n− k ≥ k, e = 1 belongs to the right-hand side set. Similarly, let

(7.18) e1 = min

{
e ∈ {1, . . . , d− 1} :

⌊
k

d− e

⌋
≥
⌈
n− k

e

⌉}
.

If the set in the definition of e1 is empty (e.g., n = 5, k = 2, d = 2), we set e1 = d− 1. By

Lemma 7.13, the emaximizing the d-QMC Hamiltonian forKn−k,k will satisfy e0 ≤ e ≤ e1.

Let λ
8

denote the balanced partition of n with height d. Set

E := {e | µ[e] is a subpartition of λ
8
} ⊆ {e0, e0 + 1, . . . , e1}.

Since (n, k, d) is balancing, E ̸= ∅. Further, e ∈ E iff e = n−k
q+1

≤ r, or
⌊
n−k
e

⌋
= q and

n−k−r
q

≤ e ≤ d+n−k−r
q+1

.

Lemma 7.24. The feasible set E is an interval, that is, E = {minE,minE+1, . . . ,maxE}.

Proof. Recall the unique balanced partition λ
8

of n into d parts consists of r parts of

size q + 1 and d − r parts of size q. Suppose e < e′ are both in E. Thus there exists a

height e subpartition µ ⊢ n − k of λ
8
. Similarly, µ′ ≤ λ

8
is a height e′ subpartition

with weight n− k. We claim that for any integer e′′ such that e < e′′ < e′, there exists a

height e′′ subpartition µ′′ ⊢ n− k of λ
8
.

The partition µ is of the form, say, ((q + 1)x, qy) for some x, y ∈ N0. Thus

(7.19)

x+ y = e,

x(q + 1) + yq = n− k,

0 ≤ x ≤ r and 0 ≤ y ≤ d− r.

Substituting y = e− x into the second equation of (7.19) gives

x+ eq = n− k.(7.20)

Likewise, if µ′ = ((q + 1)x
′
, qy

′
) for some x′, y′ ∈ N0, then

x′ + e′q = n− k.(7.21)

Equating (7.20) and (7.21), we have

x− x′ = q(e′ − e).(7.22)

Since e < e′, x > x′. Further, by considering the difference in the number of q-sized parts:

(7.23)
y′ − y = (e′ − x′)− (e− x) = (e′ − e) + (x− x′)

= (e′ − e) + q(e′ − e) = (1 + q)(e′ − e),

whence y′ > y.

Now, let e′′ be an integer such that e < e′′ < e′. Define δ = e′′−e. Then 0 < ∆e < e′−e.

We propose constructing µ′′ composed of x′′ parts of size q + 1 and y′′ parts of size q,

defined as follows:

(7.24)
x′′ = x− qδ

y′′ = y + (1 + q)δ
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We shall verify that µ′′ satisfies the required conditions.

Firstly, the height of µ is

ht(µ′′) = x′′ + y′′ = (x− qδ) + (y + (1 + q)δ) = (x+ y) + δ = e+ (e′′ − e) = e′′.

Next, µ′′ ⊢ n− k, as

x′′(q + 1) + y′′q =
(
x− qδ

)
(q + 1) +

(
y + (1 + q)δ

)
q

=
(
x(q + 1) + yq

)
− (q2 + q)δ + (q + q2)δ = x(q + 1) + yq = n− k.

Finally, we need to show 0 ≤ x′′ ≤ r and 0 ≤ y′′ ≤ d− r. Clearly, x′′ = x− qδ < x ≤ r.

Also, x′′ = x − qδ ≥ x − q(e′ − e) = x′ ≥ 0. To verify the desired properties of y′′, we

have y′′ = y+ (1+ q)δ > y ≥ 0, and y′′ = y+ (1+ q)δe < y+ (1+ q)(e′ − e) = y′ ≤ d− r.

This completes the proof.

By definition of e0 and e1, whenever e ≤ e0, the partition λ ⊢ n made of rows of

µ[e], ν[e] is (µ[e], ν[e]). If e ∈ E, then this partition λ equals λ
8
, and is of the form

λ = (µ1, . . . , µs, ν, µs+1, . . . , µe), where µ1 = · · · = µs > µs+1 = · · · = µe (note the two

edge cases, s = 0 or s = e can also both occur). If e ≥ e1, then λ is of the form (ν[e], µ[e]).

Note that (µ[e0], ν[e0]) may or may not be balanced, and the same holds for (ν[e1], µ[e1]).

Lemma 7.25. If e0 ̸∈ E, then e0 + 1 ∈ E. Likewise, if e1 ̸∈ E, then e1 − 1 ∈ E. In

particular, E is one of the following four discrete intervals:

{e0, e0+1, . . . , e1}, {e0, e0+1, . . . , e1−1}, {e0+1, e0+2, . . . , e1}, {e0+1, e0+2, . . . , e1−1}.

Proof. Suppose e0 ̸∈ E, and consider e0 + 1. By definition of e0,⌊
n− k

e0 + 1

⌋
<

⌈
k

d− e0 − 1

⌉
.

Since minE ≥ e0 + 1, we deduce

(7.25)

⌊
n− k

minE

⌋
≤
⌊
n− k

e0 + 1

⌋
<

⌈
k

d− e0 − 1

⌉
≤
⌈

k

d−minE

⌉
.

By definition of E, the partitions µ[minE], ν[minE] combine to form λ
8
, whence⌈

k

d−minE

⌉
−
⌊
n− k

minE

⌋
≤ 1.

Hence the same holds with minE replaced by e0 + 1 by (7.25). Thus µ[e0 + 1], ν[e0 + 1]

must combine to form λ
8
, too. That is, e0 + 1 ∈ E.

The proof for e1 is the same.

7.3.3. Summary. We combine the preceding results on unbalancing and balancing triples

into the following statement.

Theorem 7.26. Let n ≥ 2k and n > d. Let e⋆ be the closest integer in E to e∗. Then

the solution to the d-QMC problem for Kn−k,k is the biggest of the following three values

ηλ − ηµ − ην ,

where either

(a) µ ⊢ n − k is balanced of height e0, ν ⊢ k is balanced of height d − e0, and λ =

(µ, ν) ⊢ n;
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(b) µ ⊢ n− k is balanced of height e⋆, ν ⊢ k is balanced of height d− e⋆, and λ ⊢ n is

balanced of height d;

(c) µ ⊢ n− k is balanced of height e1, ν ⊢ k is balanced of height d− e1, and λ ⊢ n is

built by merging (and sorting) the parts of µ, ν.

Proof. If the triple (n, k, d) is unbalancing, then E = ∅, and the solution to the d-QMC

problem for Kn−k,k is given by (a) or (c) by Corollary 7.20. Now suppose that the triple

(n, k, d) is balancing. By Lemma 7.13, the maximum of ηλ − ηµ − ην is attained for a

balanced µ ⊢ n − k of height e, balanced ν ⊢ k of height d − e, and λ ⊢ n built by

merging (and sorting) the parts of µ, ν, where e is an integer between e0 and e1. The

characterization of E as in Lemma 7.25 and maximization of the function (7.13) at e∗ in

Proposition 7.22 show that the maximum is attained for e ∈ {e0, e1, e⋆}, which gives rise

to the cases (a), (b) and (c).

(n, k, d) e0 e1 e∗ emax E

(3, 1, 2) 1 1 5
4

1 {1}
(4, 2, 3) 1 2 3

2
1, 2 {1, 2}

(5, 1, 4) 3 3 11
4

3 {3}
(5, 2, 3) 1 2 7

4
2 {2}

(5, 2, 4) 2 3 9
4

2 {2, 3}
(6, 3, 4) 1 3 2 2 {2}
(7, 1, 6) 5 5 17

4
5 {5}

(7, 3, 4) 2 3 9
4

2 {2}
(8, 2, 3) 2 2 13

6
2 {2}

(9, 2, 8) 6 7 21
4

6 {6, 7}
(10, 5, 7) 2 5 7

2
3, 4 {3, 4}

(11, 3, 5) 3 4 10
3

3 {4}
(18, 5, 8) 5 7 16

3
5, 6 {6}

(22, 5, 10) 7 9 7 7 {8}
(36, 5, 17) 14 16 77

6
14 {15}

Table 1. A selection of balanced triples and the values of e0, e1, e
∗, emax,

and E for these triples. For instance, (n, k, d) = (11, 3, 5) is an example
where the optimal λ is not balanced.

8. Separation of irreps in d-QMC

Given n, d ∈ N and a partition λ ⊢ n with at most d rows, we are interested in

adapting the NPO hierarchy in Section 5 to compute the largest eigenvalue of Hλ
G for a

general weighted graph G on n vertices. To isolate the irreducible representation ρλ of

ASwd
n = Fn/ISwd

n corresponding to the partition λ of n, one needs to adjoin to ISwd
n some

polynomials in Fn that vanish in ρλ(CSn), but not in ρµ(CSn) for any µ ̸= λ.

In general it suffices a add a single polynomial, chosen as follows. Given a partition

λ ⊢ n let sλ ∈ CSn be a Young symmetrizer corresponding to λ [Pro07, Section 9.2.2].
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Then dim ρλ
n!

sλ is a primitive idempotent in CSn that generates ρn as a left ideal [Pro07,

Theorems 9.2.4.1 and 9.2.4.2]. Hence

ŝλ =
dim ρλ
(n!)2

∑
σ∈Sn

σsλσ
−1

is a centrally primitive idempotent in CSn, generating ρλ as a two-sided ideal.

Proposition 8.1. Let λ ⊢ n. Then ρλ(id−ŝλ) = 0 and ρµ(id−ŝλ) ̸= 0 every partition

µ ̸= λ.

Proof. The centrally primitive idempotents {ŝλ}λ⊢n are pairwise orthogonal, so (id−ŝλ)ŝµ =

0 if λ = µ and ŝµ otherwise. Therefore ρλ(id−ŝλ) = 0 and ρµ(id−ŝλ) ̸= 0 for µ ̸= λ.

Lifting ŝλ to an element of Fn yields the desired polynomial. However, this polynomial

has high degree (not much smaller than n). On the other hand, the symmetric group

relations (1.4) have degree at most 3, and the degree-reducing antisymmetrizer relation

(3.1) has degree d. Therefore the above approach is not appealing from a computational

perspective. Instead, it is preferable to find low-degree polynomials that distinguish λ

from other partitions of n with at most d rows.

In [BCEHK24] it was shown that for d = 2, the value ηλ from Example 6.6 separates

irreps with at most two rows. Therefore, ηλ − hKn is a linear polynomial that separates

irreps of ASw2
n . In particular, the largest eigenvalue of Hλ

G for a two-row partition λ ⊢ n

equals the NPO problem

min

{
α : α− hG =

∑
k

s∗ksk + q for some sk ∈ Fn, q ∈ ISwd
n +

(
ηλ − hKn

)}
,

and can thus be handled using standard SDP-based NPO hierarchies.

The same does not apply when d = 3, as ηλ in (6.4) does not separate irreps with

at most three rows. For example, partitions λ = (4, 1, 1) and µ = (3, 3) of n = 6 give

ηλ = ηµ = 24. Even more, ηλ does not separate irreps with three rows; e.g., λ = (5, 2, 2)

and µ = (4, 4, 1) give ηλ = ηµ = 60. Below, we present a method of separating irreps with

at most three rows in the spirit of 3-QMC, and a method of separating general irreps that

is suitable for solving the localized d-QMC problem of finding the largest eigenvalue of

Hλ
G.

8.1. Separation of irreps with at most three rows via two graphs. First we show

that the spectra of the Hamiltonians corresponding to the clique Kn and the star graph

⋆n (which were analyzed in Subsections 6.2 and 7.1, respectively) distinguish partitions

with at most three rows.

Proposition 8.2. Let n ≥ 2. The following are equivalent for partitions λ, µ ⊢ n with at

most three rows:

(i) spec(Hλ
Kn

) = spec(Hµ
Kn

) and spec(Hλ
⋆n

) ⊆ spec(Hµ
⋆n

);

(ii) spec(Hλ
⋆n

) = spec(Hµ
⋆n

);

(iii) λ = µ.

Proof. It is clear that (iii) implies both (i) and (ii).

(i)⇒(iii): By Example 7.1 and Example 7.3, the eigenvalues of nI− 1
2
Hλ

⋆n
are obtained

from the sequence λ1 > λ2 − 1 > λ3 − 2 by keeping only the smallest element of any
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subsequence of consecutive values, and then removing −2 if necessary. Consequently,

(8.1) λ1 + (λ2 − 1) + (λ3 − 2) = n− 3 = µ1 + (µ2 − 1) + (µ3 − 2)

and spec(Hλ
⋆n

) ⊆ spec(Hµ
⋆n

) immediately imply λ = µ if | spec(Hλ
⋆n

)| ≥ 2. Now assume

| spec(Hλ
⋆n

)| = 1. By Proposition 6.7, spec(Hλ
Kn

) = spec(Hµ
Kn

) implies

(8.2) λ2
1 + (λ2 − 1)2 + (λ3 − 2)2 = µ2

1 + (µ2 − 1)2 + (µ3 − 2)2

We distinguish three cases:

(1) λ = (n
3
, n
3
, n
3
), and the sole eigenvalue of nI − 1

2
Hλ

⋆n
is n

3
− 2. Since µ1 ≥ n

3
, if

follows that µ2 − 1 = n
3
− 2 or µ3 − 2 = n

3
− 2. In the latter case µ = λ, so let us

suppose the former holds. Then (8.1) and (8.2) imply

n− 3 = µ1 + (n
3
− 2) + (µ3 − 2),

(n
3
)2 + (n

3
− 1)2 + (n

3
− 2)2 = µ2

1 + (n
3
− 2)2 + (µ3 − 2)2.

Expressing µ3 =
2n
3
+ 1− µ1 gives

(n
3
)2 + (n

3
− 1)2 = µ2

1 + (2n
3
− µ1 − 1)2,

which has solutions µ1 = n
3
and µ1 = n

3
− 1. The first one implies µ = λ, while

the second one contradicts the fact that µ is a partition of n.

(2) λ = (n
2
, n
2
), and the sole eigenvalue of nI − 1

2
Hλ

⋆n
is n

2
− 1. Since µ3 <

n
2
, it follows

that µ1 =
n
2
− 1 or µ2 − 1 = n

2
− 1. In the latter case µ = λ, so let us assume the

former holds. Then (8.1) and (8.2) imply

n− 3 = (n
2
− 1) + (µ2 − 1) + (µ3 − 2),

(n
2
)2 + (n

2
− 1)2 + (0− 2)2 = (n

2
− 1)2 + (µ2 − 1)2 + (µ3 − 2)2.

Expressing µ2 =
n
2
+ 1− µ3 gives

(n
2
)2 + 4 = (n

2
− µ3)

2 + (µ3 − 2)2,

which has solutions µ3 = 0 and µ3 =
n
2
+2. The first one implies µ = λ, while the

second one contradicts the fact that µ is a partition of n.

(3) λ = (n), and the sole eigenvalue of nI − 1
2
Hλ

⋆n
is n. Then µ3 ≤ µ2 ≤ n implies

µ1 = n, and so µ = λ.

(ii)⇒(iii): As in the previous paragraph we see that (ii) and (8.1) imply λ = µ if

| spec(Hλ
⋆n

)| ≥ 2. On the other hand, if | spec(Hλ
⋆n

)| = | spec(Hµ
⋆n

)| = 1 then λ, µ ∈
{(n), (n

2
, n
2
), (n

3
, n
3
, n
3
)}. For these three cases, the star graph Hamiltonian has eigenvalue

0, n+ 2 or 4
3
n+ 4. Thus spec(Hλ

⋆n
) = spec(Hµ

⋆n
) only if λ = µ.

Remark 8.3. Let n = 9. For λ = (3, 3, 3) and µ = (6, 2, 1) we have

spec(Hλ
⋆n

) = {16} ⊆ {20, 16, 6} = spec(Hµ
⋆n

).

Therefore the role of Kn in Proposition 8.2(i) is essential (note that ηλ = 72 and ηµ = 48).

Likewise, the restriction to partitions with at most three rows is required (cf. Remark

7.5). Namely, let n = 21, λ = (7, 7, 7) and µ = (9, 6, 5, 1). Then ηλ = 336 = ηµ and

spec(Hλ
⋆n

) = {16} ⊆ {12, 16, 18, 23} = spec(Hµ
⋆n

).

Let λ ⊢ n be a three-row partition, and let m be the minimal polynomial of Hλ
⋆n

;

note that m is of degree at most 3, and determined by Example 7.3. As a consequence of
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Proposition 8.2, the largest eigenvalue of Hλ
G for d = 3 is the solution of the NPO problem

min

{
α : α− hG =

∑
k

s∗ksk + q for some sk ∈ Fn, q ∈ ISw3
n +

(
ηλ − hKn ,m(h⋆n)

)}
.

8.2. Separation of irreps via low-degree central elements. In this section we show

that partitions λ ⊢ n with at most d rows can be distinguished by d relations of degrees

1, . . . , d, which can be used in an NPO problem for solving the localized d-QMC problem,

i.e., finding the largest eigenvalue of Hλ
G.

For 2 ≤ k ≤ n let qk ∈ C[Sn] be the sum of all k-cycles in Sn (there are (k − 1)!
(
n
k

)
of

them). Since qk is central in C[Sn], we have ρλ(qk) = γk,λI, where

(8.3) γk,λ χλ(e) = Tr
(
ρλ(qk)

)
= (k − 1)!

(
n

k

)
χλ((1 . . . k)).

Note that

γ2,λ = ηλ = n2 +
d(d− 1)(2d− 1)

6
−

d∑
k=1

(
λk − (k − 1)

)2
by Proposition 6.7. The other values γk,λ can be computed using the normalized character

formula [Lsa08, Theorem 4] (with the Murnaghan-Nakayama rule, cf. Appendix C.1, at

its core), and are in particular integers. For example,

γ3,λ =
1

3
· n(n− 1)(n− 2)

χλ((1 2 3))

χλ(e)

=
d∑

k=1

λk∑
j=1

(j − k)2 −
(
n

2

)

= −
(
n

2

)
+

d∑
k=1

(
(λk − k)(λk − k + 1)(2(λk − k) + 1)

6
+

(k − 1)k(2k − 1)

6

)

=
d(d− 1)2(d− 2)

2
−
(
n

2

)
+

d∑
k=1

(λk − k)(λk − k + 1)(2(λk − k) + 1)

6

using the formula after [Lsa08, Theorem 4]. The values γk,λ separate irreps as follows.

Theorem 8.4. If λ, µ ⊢ n have at most d rows, then

λ = µ ⇐⇒ γk,λ = γk,µ for all k = 2, . . . , d.

Proof. Let pd,k = xk
1 + · · · + xk

d denote the kth power-sum symmetric polynomial in d

variables. Let λ ⊢ n have at most d rows, and write λi = 0 for ht(λ) < i ≤ d. By (8.3)

we have

kγk,λ = n↓k χλ((1 . . . k))

χλ(e)
,

where n↓k is the falling factorial. By [VK81, Lemma 5.1] or [IO02, Propositions 1.4, 3.3

and 3.4],

(8.4) kγk,λ =
(
pd,k + Pk

(
pd,1, . . . , pd,k−1

))(
λ1 − 1 + 1

2
, λ2 − 2 + 1

2
, . . . , λd − d+ 1

2

)
for some polynomial Pk in k − 1 variables. Also note that

pd,1
(
λ1 − 1 + 1

2
, λ2 − 2 + 1

2
, . . . , λd − d+ 1

2

)
= n− d2

2
.
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Now assume that γk,λ = γk,µ for all k = 2, . . . , d. By (8.4),

pd,k
(
λ1−1+ 1

2
, λ2−2+ 1

2
, . . . , λd−d+ 1

2

)
= pd,k

(
µ1−1+ 1

2
, µ2−2+ 1

2
, . . . , µd−d+ 1

2

)
for all k = 1, . . . , d. Since

λ1 − 1 + 1
2
> λ2 − 2 + 1

2
> · · · > λd − d+ 1

2
, µ1 − 1 + 1

2
> µ2 − 2 + 1

2
> · · · > µd − d+ 1

2

and the power-sum symmetric polynomials distinguish points up to a coordinate shuffle,

it follows that λ = µ.

For k ∈ N denote

ck =
∑

1≤i0,...,ik≤d
pairwise distinct,
i0<ij for j≥1

swapi0i1swapi0i2 · · · swapi0ik
∈ Fn

which corresponds to qk+1 ∈ C[Sn]. By Theorem 8.4, finding the largest eigenvalue of the

localized d-QMC Hamiltonian Hλ
G (for ht(λ) ≤ d) is equivalent to the NPO problem

min

{
α : α− hG =

∑
k

s∗ksk + q for some sk ∈ Fn, q ∈ ISwd
n +

(
ck − γk+1,λ : k ≤ d− 1

)}
.

As in Section 5, this NPO can be solved through a hierarchy of SDP relaxations.
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Appendix A. Linear subspace of Mdn(C) spanned by the products of at

most d− 1 swap matrices

Here we prove that in MSwd
n (C), there are no relations of order at most d − 1 (in the

swap matrices, represented by transpositions) other than (4.1).

Remark A.1. Note that if a permutation σ is a product of disjoint cycles of lengths

ℓ1, . . . , ℓk respectively, then σ is can be written as a product of
∑k

i=1(ℓi−1) transpositions

(and not fewer than than many transpositions).

First we note that linear independence of swap operators is preserved if the local di-

mension increases.

Lemma A.2. If a set of products of swap operators is linearly independent in MSwd
n (C),

then it is linearly independent in M
Swd+1
n (C).

Proof. By Theorem 2.2, the algebra MSwd
n (C) can be obtained as a quotient of M

Swd+1
n (C),

namely by modding out the direct summands ρλ(CSn), where λ is a partition of n with

exactly d rows. The statement then follows since any linearly independent set in a quotient

M
Swd+1
n (C) is linearly independent in M

Swd+1
n (C).

The following statement is the main result of this section.

Proposition A.3. The set of all products (that correspond to distinct permutations) of

at most d− 1 swap matrices is a basis of the subspace of MSwd
n (C) of polynomials in the

Swapij of degree at most d− 1.

Remark A.4. In other words, Proposition A.3 states that permutations, which are prod-

ucts of at most d − 1 transpositions, are linearly independent as elements of MSwd
n (C).

In Section 5, we mentioned another natural linearly independent subset of MSwd
n (C). Re-

call that a permutation π ∈ Sn is called (d + 1)-good if there is no increasing sequence

j0 < · · · < jd such that π(j0) > · · · > π(jd). Then (d+1)-good permutations form a basis

of MSwd
n (C) by [Pro21, Theorem 8]. However, Proposition A.3 is not a direct consequence

of this result. Namely, a product of at most d − 1 transpositions is not necessarily a

(d+1)-good permutation if d ≥ 3. Concretely, the product of d−1 disjoint transpositions

π =
∏d−1

i=1 (i, 2d− 1− i) satisfies π(1) > π(2) > · · · > π(2d− 2), so it is not 2(d− 1)-good

(and in particular, not (d+ 1)-good if d ≥ 3).

Before proving Proposition A.3, we require two lemmas.

Lemma A.5. Let σ be a permutation in Sn that is a product of d− 1 transpositions and

cannot be written as a product of fewer than d − 1 transpositions. Let v ∈ (Cd)⊗n be

an elementary tensor whose factors are standard basis vectors (so that v has at most d

distinct indices). Suppose that for any product τ of k disjoint cycles of σ, where k = 1, 2,

the part of v on which τ acts has at most k− 1 indices that are repeated and they occur at

most twice. Then σ acts uniquely on v among the products of at most d−1 transpositions.

Proof. Let σ and v be as in Lemma A.5. If σ is a permutation on strictly less than n

letters, add to its cyclic structure the singletons corresponding to the missing letters in

{1, . . . , n}.
First suppose τ is one of the disjoint cycles of σ and let w be the part of v on which τ

acts. If w has an index that appears at least twice, then one can construct at least one
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other permutation τ ′ that is a product of at most as many transpositions as τ , and gives

the same result when applied to w. Indeed, to find the first cycle of τ ′, start with the

index of w that is repeated, then find its image among the remaining indices, take the

image of the latter and continue until the starting index occurs again. Since the starting

index occurs at least twice in w, the produced cycle is of smaller length compared to σ.

Now repeat the procedure starting with any other index to deduce what the other disjoint

cycles are. This way we break the action of σ on w into an action of a product of disjoint

cycles (some of them may have length one) whose lengths sum up to the length of σ.

Hence their product can be written as a product of strictly less than d− 1 transpositions.

Now let τ = τ1τ2 be a product of two disjoint cycles of σ and let w1 and w2 be the parts

of v on which τ1 and τ2 act, respectively. Suppose that none of w1 and w2 has repeated

indices, but they do share at least two indices. For simplicity suppose they share exactly

two indices. We want to construct another permutation τ ′ that is a product of at most as

many transpositions as τ , and gives the same result when applied to w1 ⊗ w2. As before,

for the first cycle of τ ′ start with one of the indices with two occurrences in w1, say j1,

then find its image among the remaining indices, take the image of the latter and continue

until j1 occurs again. Note that the first time when the image of a letter is the other

index with two occurrences, call it j2, there are two choices: to consider the image of j2
by either τ1 or τ2 and then continue the process until the image of a letter is j1 again.

Note that if we choose to continue with τ1(j2), we get back τ, but if we consider τ2(j2),

we switch to the other cycle and finish with the factor ej1 of w2. Hence, the second option

produces the first cycle of the permutation τ ′ we are looking for. For the second cycle of

τ ′ restart the procedure with the index j2 of a factor in w1. By construction, τ ′ is also a

product of at most d− 1 transpositions.

It remains to prove that if σ meets the conditions in Lemma A.5, then it acts on v

uniquely among the products of at most d − 1 transpositions. This is true by the same

procedure as above of deducing the cyclic structure by comparing v to its image σ(v).

Indeed, start with any index, take its image and continue until the starting index occurs

again.

The only time we have two options during this process is when we hit an index j in

v that occurs (exactly) twice across two cycles, say τ1 and τ2. Denote the parts of v on

which τi acts by wi. Suppose we started the process with j in τ1. When we hit j again, we

can either terminate the process (which yields the cycle τ1) or continue with the image

of j by τ2. In this case we join the two cycles τ1 and τ2, which means that the resulting

permutation must have at least one transposition more than σ.

If we start with an index k ̸= j of τ1, then, when we first hit j, there are again two

options: either to continue with τ1(j) or τ2(j). The choice τ1(j) at the end reproduces

τ1 (actually, it may happen that the index k occurs in another cycle, say τ3, and we

may switch to τ3 after hitting k again, but this case was already treated before). With

the choice τ2(j) we switch to the other cycle τ2 and since k does not occur in w2, the

process does not terminate in w2 (meaning that we need to switch cycle once more before

terminating). This again means that we join (at least) two cycles and the resulting

permutation must have at least one transposition more than σ.

This shows that σ is the only permutation that can be written as a product of at most

d− 1 transpositions and gives the result σ(v) when applied to v.
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Example A.6. Let d = 4, n = 5 and define σ = (12)(345). Let

v1 = e1 ⊗ e2 ⊗ e1 ⊗ e2 ⊗ e3 and v2 = e1 ⊗ e2 ⊗ e1 ⊗ e3 ⊗ e4.

It is easy to see that since σ has two disjoint cycles and v1 has two indices that occur twice,

σ acts on v1 in the same way as σ′ = (14)(253). On the other hand, by the algorithm of

deducing the cyclic structure by comparing a vector to its image, σ acts on v2 uniquely

among the products of at most 3 transpositions in S5.

Lemma A.7. Let σ in Sn be a product of d− 1 transpositions that cannot be written as

a product of fewer than d − 1 transpositions. Then there is a vector v ∈ (Cd)⊗n whose

tensor factors are standard basis vectors with at most d distinct indices that meets the

conditions in Lemma A.5.

Proof. Let σ ∈ Sn be a product of d − 1 transpositions which cannot be written as a

product of less than d− 1 transpositions. Suppose σ is a product of k disjoint cycles for

some k = 1, . . . , d−1 (all the cycles being of length 2 or more). Hence, σ is a permutation

on d + k − 1 letters, but the factors of v are chosen among the d standard basis vectors

of Cd.

Without loss of generality assume that the letters of σ are 1, . . . , d + k − 1. Order the

cycles of σ increasingly by their lengths. Then assign the indices ij to the first d+ k − 1

factors eij of v in the following way:

Assign indices 1, . . . , d (e.g., increasingly according to the position of the factors) to

the part of v on which the cycles of σ involving letters 1, . . . , d act (the cycle with d may

involve larger indices and hence we do not yet assign the indices to all of the factors of

v on which this cycle acts). Now v has k − 1 more factors to be labeled (with indices

between 1 and d), hence the corresponding part of σ has at most ⌊(k − 1)/2⌋ disjoint

cycles. Since we have k cycles in total (each of length at least 2), the part of σ on the

letters 1, . . . , d is a product of at least ⌊(k + 1)/2⌋ disjoint cycles.

So assign to the next ⌊(k − 1)/2⌋ unlabeled factors of v (e.g., increasingly according

to the position of the factors) the first letters of the cycles of σ on the letters 1, . . . , d.

Finally, assign to the remaining unlabeled factors of v the second letters of the cycles of

σ on the letters 1, . . . , d.

This way we labeled the first d+k−1 factors of v. To the remaining factors just assign

the index 1. It is now clear from the construction that the obtained vector meets the

conditions in Lemma A.5.

Example A.8. Let us illustrate Lemmas A.5 and A.7 in the case n = 8 and d = 5.

Suppose σ ∈ S8 is a product of 4 transpositions and it cannot be written as a product

of less than 4 transpositions (here we omit writing the singletons in σ). Then we have 4

options:

(a) If σ is a 5-cycle, e.g., σ = (12345), then a suitable vector is

v = e1 ⊗ e2 ⊗ e3 ⊗ e4 ⊗ e5 ⊗ e1 ⊗ e1 ⊗ e1.

(b) If σ has two cycles, there are two possible cyclic structures: two 3-cycles or a

product of a transposition and a 4-cycle. E.g., σ = (123)(456) or σ = (12)(3456).

In both cases we can take

v = e1 ⊗ e2 ⊗ e3 ⊗ e4 ⊗ e5 ⊗ e1 ⊗ e1 ⊗ e1.
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(c) If σ has 3 cycles, then it must be a product of two transpositions and a 3-cycle.

E.g., if σ = (12)(34)(567), we can take

v = e1 ⊗ e2 ⊗ e3 ⊗ e4 ⊗ e5 ⊗ e1 ⊗ e3 ⊗ e1.

(d) If σ has 4 cycles, then it must be a product of four transpositions. If, e.g., σ =

(12)(34)(56)(78), we can take

v = e1 ⊗ e2 ⊗ e3 ⊗ e4 ⊗ e5 ⊗ e1 ⊗ e2 ⊗ e4.

Proof of Proposition A.3. Denote the set of all products (that correspond to distinct per-

mutations) of at most d− 1 swap matrices by B̃d−1. Suppose∑
s∈B̃d−1

αss = 0

for some scalars αs. By Lemma A.5 and Lemma A.7, for each product s of d − 1 trans-

positions that cannot be written as a product of less than d − 1 transpositions there is

an elementary tensor vector vs ∈ (Cd)⊗n such that s acts uniquely on vs among the el-

ements of B̃d−1. Since elements of B̃d−1 act on (Cd)⊗n as permutations of tensor factors,

this means that s · vs is linearly independent of {t · vs : t ∈ B̃d−1 \ {s}}. Hence, αs = 0 for

all s ∈ B̃d−1 that cannot be written as products of less than d − 1 transpositions. Now

use induction and Lemma A.2 to finish the proof.

Appendix B. Swap matrices on (C3)⊗n and (C4)⊗n

Here we give some results specific to the cases d = 3 and d = 4.

B.1. Linear space spanned by the products of at most two swap matrices. We

prove that in MSw3
n (C), there are no relations of order two other than (4.1).

Proposition B.1. The set B2 consisting of

I

Swapij i < j

SwapijSwapjk i < j < k

SwapijSwapik i < j < k

SwapijSwapkl i < j, i < k < l

is a basis of the subspace of MSw3
n (C) of polynomials in the Swapij of degree at most two.

Proof. To prove the linear independence of B2 suppose

aI +
∑
i<j

bij Swapij+
∑
i<j<k

cijk SwapijSwapjk +
∑
i<j<k

dijk SwapijSwapik+∑
i<j

i<k<l

eijkl SwapijSwapkl = 0.
(B.1)

for some scalars a, bij, cijk, dijk, eijkl.

To prove that the eijkl must all be zero, first consider the vector

v = e1 ⊗ e2 ⊗ e3 ⊗ e1 ⊗ e1 · · · ⊗ e1 ∈
(
Cd
)⊗n

.
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Evaluate (B.1) on v to see that the term Swap1,2 Swap3,4 is the only one that yields

e2 ⊗ e1 ⊗ e1 ⊗ e3 ⊗ e1 · · · ⊗ e1. Hence, e1234 must be zero and by analogy, all of the eijkl
must be zero as well.

A similar argument allows us to get rid of the cijk and the dijk. Indeed, after evaluating

(B.1) on v = e1 ⊗ e2 ⊗ e3 ⊗ e1 ⊗ e1 · · · ⊗ e1, the term Swap1,2 Swap2,3 is the only one

that gives e3 ⊗ e1 ⊗ e2 ⊗ e1 ⊗ e1 · · · ⊗ e1 and Swap1,2 Swap1,3 is the only one that gives

e2 ⊗ e3 ⊗ e1 ⊗ e1 ⊗ e1 · · · ⊗ e1.

Finally, we are left with a linear combination of single swap matrices and the identity,

which are clearly linearly independent.

B.2. Gell-Mann matrices of size 3×3. Recall the definition of the Gell-Mann matrices

from Subsection 1.5.1. For d = 3, there are eight Gell-Mann matrices, namely

λ1 =

0 1 0

1 0 0

0 0 0

 λ2 =

0 −i 0

i 0 0

0 0 0

 λ3 =

1 0 0

0 −1 0

0 0 0

 λ4 =

0 0 1

0 0 0

1 0 0


λ5 =

0 0 −i

0 0 0

i 0 0

 λ6 =

0 0 0

0 0 1

0 1 0

 λ7 =

0 0 0

0 0 −i

0 i 0

 λ8 =
1√
3

1 0 0

0 1 0

0 0 −2

 .

They are self-adjoint, have trace zero and together with the identity λ0 := I, they form a

basis for M3(C). They satisfy

λaλb =
2

3
δa,b I +

8∑
c=1

(da,b,c + ifa,b,c)λc,(B.2)

where δa,b is the Kronecker delta and the fa,b,c and da,b,c are structure constants with

fa,b,c = −1

4
i tr(λa[λb, λc]) and da,b,c =

1

4
tr(λa{λb, λc}).

Here [A,B] = AB − BA and {A,B} = AB + BA denote the commutator and the

anticommutator respectively. Note that the fa,b,c are antisymmetric and the da,b,c are

symmetric under the interchange of any pair of indices. The nonzero fa,b,c are

f 1,2,3 = 1, f 1,4,7 = f 1,6,5 = f 2,4,6 = f 2,5,7 = f 3,4,5 = f 3,7,6 =
1

2
, f 4,5,8 = f 6,7,8 =

√
3

2
,

while the nonzero da,b,c are

d1,4,6 = d1,5,7 =d2,5,6 = d3,4,4 = d3,5,5 =
1

2
, d2,4,7 = d3,6,6 = d3,7,7 = −1

2
,

d1,1,8 = d2,2,8 = d3,3,8 =
1√
3
, d8,8,8 = − 1√

3
,

d4,4,8 = d5,5,8 = d6,6,8 = d7,7,8 = − 1

2
√
3
.

Fix n ∈ N. As in Section 1.5, denote

λj
a := I ⊗ · · · ⊗ I︸ ︷︷ ︸

j−1

⊗λa ⊗ I ⊗ · · · ⊗ I ∈ M3n(C)

for a ∈ {0, . . . , 8}. Then,

{λ1
a1
λ2
a2
· · ·λn

an | aj ∈ {0, . . . , 8}, j = 1, . . . , n}(B.3)
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is a basis of M3n(C), and λi
ai
and λj

aj
commute for i ̸= j. By Proposition 1.11, each qutrit

swap matrix can be written as a linear combination of the Gell-Mann matrices as follows:

Swapij =
1

3
I +

1

2

8∑
a=1

λi
aλ

j
a.(B.4)

B.3. Linear subspace of M3n(C) spanned by the products of at most three swap

matrices. Throughout, any two tuples (i, j) and (k, l) are compared w.r.t. the lex order-

ing.

Proposition B.2. The set B3 consisting of B2 and the three types of cubics

SwapijSwapklSwappq i < j, k < l, p < q, (i, j) < (k, l) < (p, q);(B.5)

SwapijSwapjkSwappq i < j < k, p < q, p, q /∈ {i, j, k},
SwapijSwapikSwappq i < j < k, p < q, p, q /∈ {i, j, k};

(B.6)

SwapijSwapjkSwapkl, SwapijSwapjlSwapkl, SwapikSwapjkSwapjl,

SwapikSwapklSwapjl, SwapilSwapjlSwapjk i < j < k < l;
(B.7)

is a basis of the subspace of MSw3
n (C) of polynomials in the Swapij of degree at most three.

Remark B.3. As it can be seen from the proof, any of the cubics in (B.7) can be replaced

by Swapil Swapkl Swapjk.

Proof. For the spanning property of B3, first note that by Proposition B.1, every product

of three swap matrices involving at least five indices is in the linear span of B3 and by

(3.4), every product of three swap matrices involving four indices is in the linear span

of B3 as well. This is because a product of three swap matrices involving five (resp. six)

indices corresponds to a product of a 3-cycle and a disjoint transposition (resp. a product

of three disjoint transpositions; these are in the span of B2). Similarly, a product of three

swap matrices involving four indices corresponds to either a 4-cycle or a product of two

disjoint transpositions (the latter being in the span of B2). Moreover, any product of

three swap matrices involving three indices or less clearly corresponds to an element in B2

(either to a 3-cycle, a transposition or to the identity). This proves the spanning property

of B3.

The proof of the linear independence of B3 relies heavily on the properties of the Gell-

Mann matrices presented in Subsection B.2. Suppose there is a linear dependence among

the elements of B3. Then, using (B.4), express each of the appearing terms w.r.t. the

basis (B.3) consisting of different combinations of tensor products of the eight Gell-Mann

matrices.

First, consider the elements in (B.5) and observe that for any choice of i < j, k < l, p < q

with (i, j) < (k, l) < (p, q), the highest order terms in the expansion of SwapijSwapklSwappq

are of the form

λi
a λ

j
a λ

k
b λ

l
b λ

p
c λ

q
c, a, b, c ∈ {1, . . . , 8}.

Likewise, considering the elements in (B.6), for any choice of i < j < k, p < q with

p, q /∈ {i, j, k}, the highest order terms in the expansion of SwapijSwapjkSwappq are of the

form

λi
a λ

j
a λ

j
b λ

k
b λ

p
c λ

q
c, a, b, c ∈ {1, . . . , 8},

while for SwapijSwapikSwappq they are of the form

λi
a λ

j
a λ

i
b λ

k
b λ

p
c λ

q
c = λj

a λ
i
a λ

i
b λ

k
b λ

p
c λ

q
c, a, b, c ∈ {1, . . . , 8}.
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As for the elements in (B.7), for any choice of i < j < k < l, the highest order terms

e.g. in the expansion of SwapijSwapjkSwapkl are of the form

λi
a λ

j
a λ

j
b λ

k
b λ

k
c λ

l
c, a, b, c ∈ {1, . . . , 8}

and similarly for the other four cases in (B.7).

We now gradually eliminate the terms in the linear dependence equation: (a) By the

product formula (B.2), the elements in (B.5) are the only ones that have terms of order

six and more precisely, for any choice of i < j, k < l, p < q with (i, j) < (k, l) < (p, q), the

element SwapijSwapklSwappq has the term λi
1 λ

j
1 λ

k
2 λ

l
2 λ

p
3 λ

q
3, which does not appear in the

expansion of any other element of B3. Hence, the coefficients next to each of the elements

in (B.5) have to be zero.

(b) Now the elements in (B.6) are the only ones that have terms of order five. By

(B.2),

λ1λ3 = if 1,3,2 λ2 = −if 1,2,3 λ2 = −iλ2,

λ2λ3 = if 2,3,1λ1 = if 1,2,3 λ1 = iλ1,

λ1λ6 = d1,6,4λ4 = d1,4,6λ4 =
1

2
λ4.

Hence, for any choice of i < j < k, p < q with p, q /∈ {i, j, k}, the element SwapijSwapjkSwappq

has in its expansion

λi
2 λ

j
2 λ

j
3 λ

k
3 λ

p
5 λ

q
5 + λi

1 λ
j
1 λ

j
6 λ

k
6 λ

p
5 λ

q
5 = iλi

2 λ
j
1 λ

k
3 λ

p
5 λ

q
5 +

1

2
λi
1 λ

j
4 λ

k
6 λ

p
5 λ

q
5.

But SwapijSwapikSwappq has in its expansion

λi
1 λ

j
1 λ

i
3 λ

k
3 λ

p
5 λ

q
5 + λi

1 λ
j
1 λ

i
6 λ

k
6 λ

p
5 λ

q
5 = −iλi

2 λ
j
1 λ

k
3 λ

p
5 λ

q
5 +

1

2
λi
1 λ

j
4 λ

k
6 λ

p
5 λ

q
5.

Since the quotient of any two coefficients next to the same basis element in the expansion

of SwapijSwapjkSwappq and SwapijSwapikSwappq must be the same, the above implies

that the coefficient next to each of the elements in (B.6) has to be zero.

(c) So the elements in (B.7) are now the only ones in the linear dependence equation

that have terms of order four and for any choice of i < j < k < l, only the five products

listed in (B.7) have basis elements of the form λi
aλ

j
bλ

k
cλ

l
d. Denote the coefficients in the

linear dependence equation before the products in (B.7) by α1, α2, . . . , α5 respectively.

We now consider the equations that we get by reading off the coefficients next to the

basis elements λi
aλ

j
bλ

k
cλ

l
d for several choices of a, b, c, d with a, b, c, d being all different num-

bers. First one can compute the following part of the expansion of SwapijSwapjkSwapkl,

−1

2
λi
3λ

j
1λ

k
4λ

l
6 +

1

2
λi
3λ

j
1λ

k
6λ

l
4 +

1

2
λi
3λ

j
4λ

k
6λ

l
1 −

1

2
λi
3λ

j
6λ

k
4λ

l
1.

Note that by permuting i, j, k, l, we can obtain four terms in the expansion of the other

four elements in (B.7). E.g., by interchanging k and l, we see that SwapijSwapjlSwapkl

has in its expansion the four terms

−1

2
λi
3λ

j
1λ

k
6λ

l
4 +

1

2
λi
3λ

j
1λ

k
4λ

l
6 +

1

2
λi
3λ

j
4λ

k
1λ

l
6 −

1

2
λi
3λ

j
6λ

k
1λ

l
4.

Using this, one can easily obtain the following equations by comparing the coefficients

next to several terms of the form λi
aλ

j
bλ

k
cλ

l
d :

λi
3λ

j
1λ

k
6λ

l
4 : −α1 + α2 + α4 = 0
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λi
3λ

j
6λ

k
4λ

l
1 : −α1 + α3 + α5 = 0

λi
3λ

j
4λ

k
1λ

l
6 : α2 − α3 + α4 + α5 = 0

λi
4λ

j
1λ

k
3λ

l
6 : −α1 + α3 + α4 = 0

λi
4λ

j
6λ

k
1λ

l
3 : α1 − α2 + α5 = 0

λi
4λ

j
1λ

k
6λ

l
3 : −α2 + α3 + α4 − α5 = 0

λi
5λ

j
2λ

k
3λ

l
7 : −α1 + α3 − α4 = 0.

The above system of equations has a unique solution α1 = α2 = · · · = α5 = 0. This proves

that for any choice of i < j < k < l, the coefficients in the linear dependence equation

before the elements in (B.7) are zero.

(d) We are left with a linear dependence involving terms of degree at most two, which

contradicts linear independence of B2 as shown in Proposition B.1.

B.4. Linear subspace of M3n(C) spanned by the products of at most four swap

matrices. Recall from the previous subsection that we compare tuples (i, j) and (k, l)

w.r.t. the lex ordering.

Proposition B.4. The set B̂4 consisting of B3 and the following quartics

SwapijSwapklSwappqSwaprs i < j, k < l, p < q, r < s,

(i, j) < (k, l) < (p, q) < (r, s);
(B.8)

SwapijSwapjkSwappqSwaprs i < j < k, p < q, r < s,

SwapijSwapikSwappqSwaprs p, q, r, s /∈ {i, j, k}, (p, q) < (r, s);
(B.9)

SwapijSwapjkSwapklSwappq, SwapijSwapjlSwapklSwappq,

SwapikSwapjkSwapjlSwappq, SwapikSwapklSwapjlSwappq,

SwapilSwapjlSwapjkSwappq i < j < k < l, p < q, p, q /∈ {i, j, k, l};
(B.10)

SwapijSwapjkSwappqSwapqr, SwapijSwapjkSwappqSwappr,

SwapijSwapikSwappqSwappr, i < j < k, p < q < r, i < p,

{i, j, k} ∩ {p, q, r} = ∅;
(B.11)

SwapijSwapikSwapjlSwapjm, SwapijSwapikSwapjlSwapkm,

SwapijSwapikSwapklSwapkm, SwapijSwapilSwapjkSwapjm,

SwapijSwapimSwapjkSwapjl, SwapijSwapilSwapimSwapjk,

SwapijSwapikSwapimSwapjl, SwapijSwapikSwapimSwapkl,

SwapijSwapikSwapilSwapim, SwapijSwapikSwapilSwaplm,

SwapijSwapikSwapilSwapkm, SwapijSwapikSwapilSwapjm,

i < j < k < l < m,

(B.12)

is a basis of the subspace of MSw3
n (C) of polynomials of degree at most four in the Swapij.

Proof. The spanning property of B̂4 follows after identifying the products of swap matrices

with permutations in Sn using the degree-reducing relation (1.5) with d = 3. Indeed,

considering the elements which correspond to the product of a 4-cycle and a disjoint
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transposition, the type SwapilSwapklSwapjkSwappq missing in (B.10) is clearly in the

span of B̂4 by (1.5). As for the elements that correspond to 5-cycles, there are 12 of the

total 24 5-cycles on the letters i, j, k, l,m missing in (B.12). Their expansions in terms of

the elements of B̂4 are given in Subsection B.4.1.

Now suppose there is a linear dependence between the elements of B̂4 and express the

appearing terms w.r.t. the basis (B.3) using the formula (B.4). We gradually eliminate

terms from this relation starting with the ones with highest order terms.

(a) Consider the elements in (B.8). For any choice of indices i < j, k < l, p <

q, r < s with (i, j) < (k, l) < (p, q) < (r, s), the highest order terms in the expansion

of SwapijSwapklSwappqSwaprs are of the form

λi
a λ

j
a λ

k
b λ

l
b λ

p
c λ

q
c λ

r
d λ

s
d, a, b, c, d ∈ {1, . . . , 8}.

The product formula (B.2) implies that the elements in (B.8) are the only ones in B̂4

with such terms and more precisely, for any choice of i < j, k < l, p < q, r < s with

(i, j) < (k, l) < (p, q) < (r, s), the element SwapijSwapklSwappqSwaprs has the term

λi
1 λ

j
1 λ

k
2 λ

l
2 λ

p
3 λ

q
3λ

r
4 λ

s
4, which does not appear in the expansion of any other element of B̂4.

Hence, by analogy, the coefficients next to each of the elements in (B.8) are zero.

(b) Now the elements in (B.9) are the only ones with highest order terms of degree 7,

meaning, involving 7 distinct indices. Using part (b) of the proof of Proposition B.2, for

any choice of i < j < k, p < q, r < s with p, q, r, s /∈ {i, j, k}, (p, q) < (r, s), the element

SwapijSwapjkSwappqSwaprs has in its expansion

λi
2 λ

j
2 λ

j
3 λ

k
3 λ

p
5 λ

q
5 λ

r
9 λ

s
9 + λi

1 λ
j
1 λ

j
6 λ

k
6 λ

p
5 λ

q
5 λ

r
9 λ

s
9 = iλi

2 λ
j
1 λ

k
3 λ

p
5 λ

q
5 λ

r
9 λ

s
9 +

1

2
λi
1 λ

j
4 λ

k
6 λ

p
5 λ

q
5 λ

r
9 λ

s
9.

But SwapijSwapikSwappq has in its expansion

λi
1 λ

j
1 λ

i
3 λ

k
3 λ

p
5 λ

q
5 λ

r
9 λ

s
9+λi

1 λ
j
1 λ

i
6 λ

k
6 λ

p
5 λ

q
5 λ

r
9 λ

s
9 = −iλi

2 λ
j
1 λ

k
3 λ

p
5 λ

q
5 λ

r
9 λ

s
9+

1

2
λi
1 λ

j
4 λ

k
6 λ

p
5 λ

q
5 λ

r
9 λ

s
9.

By the same argument as in part (b) of the proof of Proposition B.2, all the coefficients

next to the elements in (B.9) are zero.

(c) The elements in (B.10) and (B.11) are now the only ones with with highest order

terms of degree 6. We first consider those in (B.11). For fixed i < j < k, p < q < r, i < p

with {i, j, k} ∩ {p, q, r} = ∅, denote the coefficients next to the elements

SwapijSwapjkSwappqSwapqr, SwapijSwapjkSwappqSwappr, SwapijSwapikSwappqSwappr

by β1, β2 and β3 respectively. Clearly, these are the only elements in (B.11) whose high-

est order terms involve precisely the positions i, j, k, p, q, r. So comparing the coefficients

next to the basis elements λi
2 λ

j
4 λ

k
6 λ

p
1 λ

q
5 λ

r
7, λ

i
2 λ

j
5 λ

k
6 λ

p
1 λ

q
4 λ

r
7 and λi

1 λ
j
2 λ

k
3 λ

p
4 λ

q
5 λ

r
8 give the

following equations

λi
2 λ

j
4 λ

k
6 λ

p
1 λ

q
5 λ

r
7 : −i

1

4
β1 − i

1

4
β2 + i

1

4
β3 = 0,

λi
2 λ

j
5 λ

k
6 λ

p
1 λ

q
4 λ

r
7 : −i

1

4
β1 + i

1

4
β2 + i

1

4
β3 = 0,

λi
1 λ

j
2 λ

k
3 λ

p
4 λ

q
5 λ

r
8 : −

√
3

2
β1 +

√
3

2
β2 −

√
3

2
β3 = 0.

The above system has a unique solution β1 = β2 = β3 = 0. Note that each of the highest

order terms of the elements in (B.10) necessarily has one of the Gell-Mann matrices λ re-

peated twice. So the coefficients next to the basis elements λi
2 λ

j
4 λ

k
6 λ

p
1 λ

q
5 λ

r
7, λ

i
2 λ

j
5 λ

k
6 λ

p
1 λ

q
4 λ

r
7
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and λi
1 λ

j
2 λ

k
3 λ

p
4 λ

q
5 λ

r
8 in the expansion of the elements in (B.10) are zero. Similarly, each

of the highest order terms of the elements corresponding to products of three disjoint

transpositions has (at most) three distinct Gell-Mann matrices, each repeated twice.

Hence, the coefficients next to the basis elements λi
2 λ

j
4 λ

k
6 λ

p
1 λ

q
5 λ

r
7, λ

i
2 λ

j
5 λ

k
6 λ

p
1 λ

q
4 λ

r
7 and

λi
1 λ

j
2 λ

k
3 λ

p
4 λ

q
5 λ

r
8 in the expansions of those elements are zero as well. We conclude that

the coefficients next to the elements

SwapijSwapjkSwappqSwapqr, SwapijSwapjkSwappqSwappr, SwapijSwapikSwappqSwappr,

are zero and by analogy, the coefficients next to all the elements in (B.11) are zero.

Having eliminated the elements in (B.11), the fact that the coefficients next to the

elements in (B.10) are zero easily follows from part (c) of the proof of Proposition B.2.

(d) Now the elements in (B.12) are the only ones in B̂4 with highest order terms of

degree 5. For fixed i < j < k < l < m denote the coefficients next to the quartics in

(B.12) by γ1, . . . , γ12 respectively and note that these are the only elements in (B.12)

whose highest order terms involve precisely the positions i, j, k, l,m. Similar to before, we

now compare the coefficients next to several basis elements of the form λi
a λ

j
b λ

k
c λ

l
d λ

m
e to

get a system of equations. We only consider coefficients next to elements λi
a λ

j
b λ

k
c λ

l
d λ

m
e

with a, b, c, d, e all distinct to ensure that none of them appears in the expansions of the

elements (B.6) corresponding to a product of a 3-cycle and disjoint transposition. From

the system

λi
4 λ

j
1 λ

k
2 λ

l
8 λ

m
5 : 2γ1 − γ5 − γ6 + γ7 + γ8 + γ9 − 2γ10 − γ12 = 0,

λi
4 λ

j
1 λ

k
3 λ

l
5 λ

m
2 : γ1 − γ2 − γ4 + γ7 − γ10 + γ11 − γ12 = 0,

λi
4 λ

j
1 λ

k
3 λ

l
8 λ

m
7 : −2γ1 − γ5 − γ6 + γ7 + γ8 + γ9 − 2γ10 + γ12 = 0,

λi
4 λ

j
1 λ

k
5 λ

l
8 λ

m
2 : −γ1 + γ2 + γ3 + γ4 − γ5 − γ6 − 2γ11 + 2γ12 = 0,

λi
4 λ

j
1 λ

k
6 λ

l
3 λ

m
8 : γ1 + γ2 − γ3 + γ4 − γ5 + γ6 − 2γ7 + 2γ8 = 0,

λi
4 λ

j
1 λ

k
3 λ

l
7 λ

m
8 : γ1 + γ2 − γ4 + 2γ6 + γ7 − 2γ9 + γ10 + γ11 + γ12 = 0,

λi
4 λ

j
2 λ

k
6 λ

l
8 λ

m
3 : −γ1 + γ2 + γ3 − γ4 + γ5 + γ6 − 2γ11 + 2γ12 = 0,

λi
4 λ

j
2 λ

k
8 λ

l
1 λ

m
5 : −2γ2 + 2γ3 − 2γ4 + γ5 − γ6 + γ7 − γ8 − γ9 + γ12 = 0,

λi
4 λ

j
3 λ

k
7 λ

l
1 λ

m
8 : γ1 + γ2 − γ3 − γ4 + γ5 − γ6 − 2γ7 + 2γ8 = 0,

we deduce γ6 = 0. Adding the equations

λi
4 λ

j
2 λ

k
1 λ

l
5 λ

m
8 : γ1 + γ2 + γ4 + γ7 + 2γ9 − γ10 − γ11 − γ12 = 0,

λi
4 λ

j
3 λ

k
8 λ

l
2 λ

m
6 : −2γ2 + 2γ3 + 2γ4 + γ5 + γ7 − γ8 − γ9 − γ12 = 0,

λi
4 λ

j
5 λ

k
1 λ

l
8 λ

m
2 : −2γ2 + γ3 − 2γ4 + 2γ7 − γ8 − γ10 + γ11 = 0

yields γ9 = 0. Moreover, from

λi
4 λ

j
3 λ

k
8 λ

l
6 λ

m
1 : γ1 − γ2 − γ4 + 2γ5 − γ7 + γ10 + γ11 − γ12 = 0,

we obtain γ7 = γ11 = 0. Finally,

λi
4 λ

j
2 λ

k
8 λ

l
6 λ

m
3 : − γ1 + γ2 − γ4 − 2γ5 + γ10 − γ12 = 0
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λi
4 λ

j
5 λ

k
2 λ

l
3 λ

m
1 : − γ3 + γ8 + γ10 − γ11 = 0

yields γ1 = γ2 = γ3 = γ4 = γ5 = γ8 = γ10 = γ12 = 0.

(e) What remains is a linear dependence involving terms of degree at most three, which

contradicts Proposition B.2.

B.4.1. Expansions of the remaining 5-cycles. To complete the proof of Proposition B.4

we list the expansions of the 5-cycles not contained in the basis. These were produced

with the help of noncommutative Gröbner bases, but can be readily verified by direct

matrix calculation.

Swap15Swap14Swap13Swap12 =
1
2
Swap12Swap15Swap23Swap24

+ 1
2
Swap12Swap14Swap23Swap25 +

1
2
Swap12Swap13Swap34Swap35

+ Swap12Swap13Swap24Swap35 +
1
2
Swap12Swap13Swap24Swap25

+ 1
2
Swap12Swap13Swap15Swap24 +

1
2
Swap12Swap13Swap14Swap35

− 1
2
Swap23Swap34Swap35 − 1

2
Swap23Swap25Swap34 − 1

2
Swap23Swap24Swap45

− Swap23Swap24Swap35 − 1
2
Swap23Swap24Swap25 +

1
2
Swap15Swap23Swap34

+ 1
2
Swap14Swap23Swap45 − 1

2
Swap14Swap23Swap35 − 1

2
Swap14Swap23Swap25

− Swap13Swap34Swap35 − 1
2
Swap13Swap25Swap34 − 1

2
Swap13Swap24Swap45

− 1
2
Swap13Swap24Swap35 − 1

2
Swap13Swap24Swap25 − 1

2
Swap13Swap15Swap34

− 1
2
Swap13Swap15Swap24 − 1

2
Swap13Swap14Swap45 − 1

2
Swap13Swap14Swap35

− 1
2
Swap13Swap14Swap25 − 1

2
Swap13Swap14Swap15 +

1
2
Swap12Swap34Swap45

+ 1
2
Swap12Swap25Swap34 − 1

2
Swap12Swap24Swap35 − 1

2
Swap12Swap24Swap25

+ 1
2
Swap12Swap23Swap45 − 1

2
Swap12Swap23Swap25 − 1

2
Swap12Swap23Swap24

− Swap12Swap15Swap24 − 1
2
Swap12Swap15Swap23 − 1

2
Swap12Swap14Swap45

− 1
2
Swap12Swap14Swap35 − 1

2
Swap12Swap14Swap25 − 1

2
Swap12Swap14Swap23

− 1
2
Swap12Swap14Swap15 − Swap12Swap13Swap35 − 1

2
Swap12Swap13Swap34

− 1
2
Swap12Swap13Swap25 − Swap12Swap13Swap24 − 1

2
Swap12Swap13Swap15

− 1
2
Swap12Swap13Swap14 +

1
2
Swap34Swap45 + Swap34Swap35 +

1
2
Swap25Swap34

+ Swap24Swap45 + Swap24Swap35 + Swap24Swap25 + Swap23Swap35

+ 1
2
Swap23Swap34 + Swap23Swap25 + Swap23Swap24 +

1
2
Swap15Swap24

+ 1
2
Swap14Swap45 + Swap14Swap35 + Swap14Swap25 +

1
2
Swap14Swap23

+ Swap14Swap15 +
1
2
Swap13Swap45 + Swap13Swap35 + Swap13Swap34

+ Swap13Swap25 + Swap13Swap24 + Swap13Swap15 + Swap13Swap14

+ 1
2
Swap12Swap35 +

1
2
Swap12Swap25 + Swap12Swap24 +

1
2
Swap12Swap23

+ Swap12Swap15 + Swap12Swap14 + Swap12Swap13 − Swap45 − 3
2
Swap35 − Swap34

− 3
2
Swap25 − 3

2
Swap24 − Swap23 − Swap15 − 3

2
Swap14 − 3

2
Swap13 − Swap12 + 2

Swap14Swap15Swap13Swap12 =
1
2
Swap12Swap15Swap23Swap24

+ 1
2
Swap12Swap14Swap23Swap25 − 1

2
Swap12Swap13Swap34Swap35
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− Swap12Swap13Swap24Swap35 − 1
2
Swap12Swap13Swap24Swap25

+ Swap12Swap13Swap15Swap34 +
1
2
Swap12Swap13Swap15Swap24

+ Swap12Swap13Swap14Swap45 +
1
2
Swap12Swap13Swap14Swap35

+ Swap12Swap13Swap14Swap25 + Swap12Swap13Swap14Swap15

+ 1
2
Swap23Swap34Swap35 − 1

2
Swap23Swap25Swap34 − 1

2
Swap23Swap24Swap45

− 1
2
Swap23Swap24Swap25 − 1

2
Swap15Swap23Swap34 − Swap15Swap23Swap24

− 1
2
Swap14Swap23Swap45 +

1
2
Swap14Swap23Swap35 − 1

2
Swap14Swap23Swap25

+ Swap13Swap34Swap35 +
1
2
Swap13Swap25Swap34 +

1
2
Swap13Swap24Swap45

+ 1
2
Swap13Swap24Swap35 +

1
2
Swap13Swap24Swap25 − 1

2
Swap13Swap15Swap34

− 1
2
Swap13Swap15Swap24 − 1

2
Swap13Swap14Swap45 − 1

2
Swap13Swap14Swap35

− 1
2
Swap13Swap14Swap25 − 1

2
Swap13Swap14Swap15 − 1

2
Swap12Swap34Swap45

− 1
2
Swap12Swap25Swap34 +

1
2
Swap12Swap24Swap35 +

1
2
Swap12Swap24Swap25

+ 1
2
Swap12Swap23Swap45 − 1

2
Swap12Swap23Swap25 − 1

2
Swap12Swap23Swap24

− Swap12Swap15Swap34 − 1
2
Swap12Swap15Swap23 − 1

2
Swap12Swap14Swap45

− 1
2
Swap12Swap14Swap35 − 1

2
Swap12Swap14Swap25 − 1

2
Swap12Swap14Swap23

− 1
2
Swap12Swap14Swap15 − 1

2
Swap12Swap13Swap34 − 1

2
Swap12Swap13Swap25

− 3
2
Swap12Swap13Swap15 − 3

2
Swap12Swap13Swap14 +

1
2
Swap34Swap45

+ 1
2
Swap25Swap34 +

1
2
Swap23Swap34 + Swap23Swap25 + Swap23Swap24

+ Swap15Swap34 +
1
2
Swap15Swap24 + Swap15Swap23 +

1
2
Swap14Swap45

+ 1
2
Swap14Swap23 − 1

2
Swap13Swap45 + Swap13Swap15 + Swap13Swap14

+ 1
2
Swap12Swap35 + Swap12Swap34 +

1
2
Swap12Swap25 +

1
2
Swap12Swap23

+ Swap12Swap15 + Swap12Swap14 + Swap12Swap13 − 1
2
Swap35 − Swap34 − 1

2
Swap25

− 1
2
Swap24 − Swap23 − Swap15 − 1

2
Swap14 − 1

2
Swap13 − Swap12 + 1

Swap15Swap13Swap14Swap12 = −1
2
Swap12Swap15Swap23Swap24

+ 1
2
Swap12Swap14Swap23Swap25 + Swap12Swap14Swap15Swap23

+ 1
2
Swap12Swap13Swap34Swap35 − Swap12Swap13Swap24Swap35

+ 1
2
Swap12Swap13Swap24Swap25 + Swap12Swap13Swap15Swap34

+ 1
2
Swap12Swap13Swap15Swap24 + Swap12Swap13Swap14Swap45

− 1
2
Swap12Swap13Swap14Swap35 + Swap12Swap13Swap14Swap15

− 1
2
Swap23Swap34Swap35 − 1

2
Swap23Swap25Swap34 − 1

2
Swap23Swap24Swap45

+ Swap23Swap24Swap35 − 1
2
Swap23Swap24Swap25 − 1

2
Swap15Swap23Swap34

− 1
2
Swap14Swap23Swap45 +

1
2
Swap14Swap23Swap35 − 1

2
Swap14Swap23Swap25

− Swap14Swap15Swap23 +
1
2
Swap13Swap25Swap34 +

1
2
Swap13Swap24Swap45

+ 1
2
Swap13Swap24Swap35 − 1

2
Swap13Swap24Swap25 − 1

2
Swap13Swap15Swap34

− 1
2
Swap13Swap15Swap24 − 1

2
Swap13Swap14Swap45 +

1
2
Swap13Swap14Swap35
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+ 1
2
Swap13Swap14Swap25 − 1

2
Swap13Swap14Swap15 − 1

2
Swap12Swap34Swap45

+ 1
2
Swap12Swap25Swap34 +

1
2
Swap12Swap24Swap35 − 1

2
Swap12Swap24Swap25

− 1
2
Swap12Swap23Swap45 − 1

2
Swap12Swap23Swap25 +

1
2
Swap12Swap23Swap24

− 1
2
Swap12Swap15Swap23 − 1

2
Swap12Swap14Swap45 − 1

2
Swap12Swap14Swap35

− 1
2
Swap12Swap14Swap25 − 1

2
Swap12Swap14Swap23 − 3

2
Swap12Swap14Swap15

− Swap12Swap13Swap45 − 1
2
Swap12Swap13Swap34 − 1

2
Swap12Swap13Swap25

− 3
2
Swap12Swap13Swap15 − 1

2
Swap12Swap13Swap14 +

1
2
Swap34Swap45

− 1
2
Swap25Swap34 + Swap24Swap25 + Swap23Swap45 +

1
2
Swap23Swap34

+ Swap23Swap25 +
1
2
Swap15Swap24 + Swap15Swap23 +

1
2
Swap14Swap45

+ 1
2
Swap14Swap23 + Swap14Swap15 +

1
2
Swap13Swap45 + Swap13Swap15

+ Swap12Swap45 +
1
2
Swap12Swap35 +

1
2
Swap12Swap25 +

1
2
Swap12Swap23

+ Swap12Swap15 + Swap12Swap14 + Swap12Swap13 − Swap45 − 1
2
Swap35

− 1
2
Swap25 − 1

2
Swap24 − Swap23 − Swap15 − 1

2
Swap14 − 1

2
Swap13 − Swap12 + 1

Swap13Swap15Swap14Swap12 = −1
2
Swap12Swap15Swap23Swap24

− 1
2
Swap12Swap14Swap23Swap25 − Swap12Swap14Swap15Swap23

− 1
2
Swap12Swap13Swap34Swap35 +

1
2
Swap12Swap13Swap24Swap25

− Swap12Swap13Swap15Swap34 − 1
2
Swap12Swap13Swap15Swap24

+ 1
2
Swap12Swap13Swap14Swap35 + Swap12Swap13Swap14Swap25

+ 1
2
Swap23Swap34Swap35 +

1
2
Swap23Swap25Swap34 +

1
2
Swap23Swap24Swap45

− 1
2
Swap23Swap24Swap25 +

1
2
Swap15Swap23Swap34 − 1

2
Swap14Swap23Swap45

− 1
2
Swap14Swap23Swap35 − 1

2
Swap14Swap23Swap25 − 1

2
Swap13Swap25Swap34

+ 1
2
Swap13Swap24Swap45 +

1
2
Swap13Swap24Swap35 +

1
2
Swap13Swap24Swap25

+ 1
2
Swap13Swap15Swap34 +

3
2
Swap13Swap15Swap24 +

1
2
Swap13Swap14Swap45

− 1
2
Swap13Swap14Swap35 − 1

2
Swap13Swap14Swap25 +

1
2
Swap13Swap14Swap15

+ 1
2
Swap12Swap34Swap45 − 1

2
Swap12Swap25Swap34 +

1
2
Swap12Swap24Swap35

− 1
2
Swap12Swap24Swap25 +

1
2
Swap12Swap23Swap45 +

1
2
Swap12Swap23Swap25

+ 1
2
Swap12Swap23Swap24 +

1
2
Swap12Swap15Swap23 − 1

2
Swap12Swap14Swap45

+ 1
2
Swap12Swap14Swap35 − 1

2
Swap12Swap14Swap25 +

1
2
Swap12Swap14Swap23

+ 1
2
Swap12Swap14Swap15 +

1
2
Swap12Swap13Swap34 − 1

2
Swap12Swap13Swap25

+ 1
2
Swap12Swap13Swap15 − 1

2
Swap12Swap13Swap14 − 1

2
Swap34Swap45

+ 1
2
Swap25Swap34 − Swap24Swap35 − 1

2
Swap23Swap34 − 1

2
Swap15Swap24

+ 1
2
Swap14Swap45 + Swap14Swap25 +

1
2
Swap14Swap23 − 1

2
Swap13Swap45

− Swap13Swap24 − Swap13Swap15 − 1
2
Swap12Swap35 +

1
2
Swap12Swap25

− 1
2
Swap12Swap23 +

1
2
Swap35 − 1

2
Swap25 +

1
2
Swap24 − 1

2
Swap14 +

1
2
Swap13
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Swap14Swap13Swap15Swap12 =
1
2
Swap12Swap15Swap23Swap24

− 1
2
Swap12Swap14Swap23Swap25 + Swap12Swap14Swap15Swap23

+ 1
2
Swap12Swap13Swap34Swap35 − 1

2
Swap12Swap13Swap24Swap25

− 1
2
Swap12Swap13Swap15Swap24 − Swap12Swap13Swap14Swap45

− 1
2
Swap12Swap13Swap14Swap35 − Swap12Swap13Swap14Swap25

− 1
2
Swap23Swap34Swap35 +

1
2
Swap23Swap25Swap34 +

1
2
Swap23Swap24Swap45

+ 1
2
Swap23Swap24Swap25 − 1

2
Swap15Swap23Swap34 +

1
2
Swap14Swap23Swap45

+ 1
2
Swap14Swap23Swap35 +

3
2
Swap14Swap23Swap25 +

1
2
Swap13Swap25Swap34

− 1
2
Swap13Swap24Swap45 − 1

2
Swap13Swap24Swap35 − 1

2
Swap13Swap24Swap25

+ 1
2
Swap13Swap15Swap34 − 1

2
Swap13Swap15Swap24 +

1
2
Swap13Swap14Swap45

+ 1
2
Swap13Swap14Swap35 +

1
2
Swap13Swap14Swap25 − 1

2
Swap13Swap14Swap15

+ 1
2
Swap12Swap34Swap45 +

1
2
Swap12Swap25Swap34 +

1
2
Swap12Swap24Swap35

+ 1
2
Swap12Swap24Swap25 − 1

2
Swap12Swap23Swap45 +

1
2
Swap12Swap23Swap25

− 1
2
Swap12Swap23Swap24 − 1

2
Swap12Swap15Swap23 +

1
2
Swap12Swap14Swap45

+ 1
2
Swap12Swap14Swap35 +

1
2
Swap12Swap14Swap25 − 1

2
Swap12Swap14Swap23

− 1
2
Swap12Swap14Swap15 − 1

2
Swap12Swap13Swap34 +

1
2
Swap12Swap13Swap25

+ 1
2
Swap12Swap13Swap15 +

1
2
Swap12Swap13Swap14 − 1

2
Swap34Swap45

− 1
2
Swap25Swap34 +

1
2
Swap23Swap34 − Swap23Swap25 +

1
2
Swap15Swap24

− 1
2
Swap14Swap45 − Swap14Swap35 − Swap14Swap25 − 1

2
Swap14Swap23

+ 1
2
Swap13Swap45 + Swap13Swap24 − 1

2
Swap12Swap35 − 1

2
Swap12Swap25

+ 1
2
Swap12Swap23 +

1
2
Swap35 +

1
2
Swap25 − 1

2
Swap24 +

1
2
Swap14 − 1

2
Swap13

Swap13Swap14Swap15Swap12 = −1
2
Swap12Swap15Swap23Swap24

− 1
2
Swap12Swap14Swap23Swap25 − Swap12Swap14Swap15Swap23

− 1
2
Swap12Swap13Swap34Swap35 + Swap12Swap13Swap24Swap35

− 1
2
Swap12Swap13Swap24Swap25 − Swap12Swap13Swap15Swap34

− 1
2
Swap12Swap13Swap15Swap24 − Swap12Swap13Swap14Swap45

− 1
2
Swap12Swap13Swap14Swap35 − Swap12Swap13Swap14Swap25

− 2 Swap12Swap13Swap14Swap15 +
1
2
Swap23Swap34Swap35

+ 1
2
Swap23Swap25Swap34 +

1
2
Swap23Swap24Swap45 +

3
2
Swap23Swap24Swap25

+ 1
2
Swap15Swap23Swap34 + Swap15Swap23Swap24 +

1
2
Swap14Swap23Swap45

− 1
2
Swap14Swap23Swap35 +

1
2
Swap14Swap23Swap25 + Swap14Swap15Swap23

− 1
2
Swap13Swap25Swap34 − 1

2
Swap13Swap24Swap45 − 1

2
Swap13Swap24Swap35

+ 1
2
Swap13Swap24Swap25 +

1
2
Swap13Swap15Swap34 +

1
2
Swap13Swap15Swap24

+ 1
2
Swap13Swap14Swap45 +

1
2
Swap13Swap14Swap35 +

1
2
Swap13Swap14Swap25

+ 3
2
Swap13Swap14Swap15 +

1
2
Swap12Swap34Swap45 + Swap12Swap34Swap35
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+ 1
2
Swap12Swap25Swap34 − 1

2
Swap12Swap24Swap35 +

1
2
Swap12Swap24Swap25

+ 1
2
Swap12Swap23Swap45 +

1
2
Swap12Swap23Swap25 +

1
2
Swap12Swap23Swap24

+ Swap12Swap15Swap34 +
1
2
Swap12Swap15Swap23 +

1
2
Swap12Swap14Swap45

+ 1
2
Swap12Swap14Swap35 +

1
2
Swap12Swap14Swap25 +

1
2
Swap12Swap14Swap23

+ 3
2
Swap12Swap14Swap15 + Swap12Swap13Swap45 +

1
2
Swap12Swap13Swap34

+ 1
2
Swap12Swap13Swap25 +

3
2
Swap12Swap13Swap15 +

3
2
Swap12Swap13Swap14

− 1
2
Swap34Swap45 − Swap34Swap35 − 1

2
Swap25Swap34 − Swap24Swap25

− Swap23Swap45 − 1
2
Swap23Swap34 − Swap23Swap25 − Swap23Swap24

− Swap15Swap34 − 1
2
Swap15Swap24 − Swap15Swap23 − 1

2
Swap14Swap45

− 1
2
Swap14Swap23 − Swap14Swap15 − 1

2
Swap13Swap45 − Swap13Swap15

− Swap13Swap14 − Swap12Swap45 − 1
2
Swap12Swap35 − Swap12Swap34

− 1
2
Swap12Swap25 − 1

2
Swap12Swap23 − Swap12Swap15 − Swap12Swap14

− Swap12Swap13 + Swap45 +
1
2
Swap35 + Swap34 +

1
2
Swap25 +

1
2
Swap24

+ Swap23 + Swap15 +
1
2
Swap14 +

1
2
Swap13 + Swap12 − 1

Swap15Swap14Swap12Swap13 = −Swap12Swap13Swap24Swap25

− Swap12Swap13Swap15Swap24 − Swap12Swap13Swap14Swap45

− Swap12Swap13Swap14Swap25 − Swap12Swap13Swap14Swap15

+ Swap23Swap24Swap45 + Swap23Swap24Swap25 + Swap15Swap23Swap24

+ Swap14Swap23Swap45 + Swap14Swap23Swap25 + Swap14Swap15Swap23

+ Swap12Swap13Swap45 + Swap12Swap13Swap25 + Swap12Swap13Swap24

+ Swap12Swap13Swap15 + Swap12Swap13Swap14 − Swap23Swap45

− Swap23Swap25 − Swap23Swap24 − Swap15Swap23 − Swap14Swap23

− Swap12Swap13 + Swap23

Swap15Swap12Swap14Swap13 = −Swap12Swap13Swap24Swap35

+ Swap12Swap13Swap15Swap34 + Swap12Swap13Swap15Swap24

+ 2Swap12Swap13Swap14Swap45 + Swap12Swap13Swap14Swap35

+ Swap12Swap13Swap14Swap25 + 2Swap12Swap13Swap14Swap15

− Swap23Swap24Swap45 − Swap23Swap24Swap25 − Swap15Swap23Swap24

− Swap14Swap23Swap45 − Swap14Swap23Swap25 − Swap14Swap15Swap23

+ Swap13Swap25Swap34 + Swap13Swap24Swap45 + Swap13Swap24Swap35

+ Swap13Swap24Swap25 − Swap13Swap15Swap34 − Swap13Swap14Swap45

− Swap13Swap14Swap35 − Swap13Swap14Swap15 − Swap12Swap34Swap45

− Swap12Swap34Swap35 − Swap12Swap15Swap34 − Swap12Swap14Swap45

− Swap12Swap14Swap35 − Swap12Swap14Swap15 − Swap12Swap13Swap45

− 2 Swap12Swap13Swap15 − 2 Swap12Swap13Swap14 + Swap34Swap45
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+ Swap34Swap35 + Swap23Swap45 + Swap23Swap25 + Swap23Swap24

+ Swap15Swap34 + Swap15Swap23 + Swap14Swap45 + Swap14Swap35

+ Swap14Swap23 + Swap14Swap15 − Swap13Swap25 − Swap13Swap24

+ Swap13Swap15 + Swap13Swap14 + Swap12Swap45 + Swap12Swap35

+ Swap12Swap34 + Swap12Swap15 + Swap12Swap14 + Swap12Swap13

− Swap45 − Swap35 − Swap34 − Swap23 − Swap15 − Swap14 − Swap12 + 1

Swap12Swap15Swap14Swap13 = −Swap12Swap13Swap34Swap35

− Swap12Swap13Swap15Swap34 − Swap12Swap13Swap14Swap45

− Swap12Swap13Swap14Swap35 − Swap12Swap13Swap14Swap15

+ Swap12Swap34Swap45 + Swap12Swap34Swap35 + Swap12Swap15Swap34

+ Swap12Swap14Swap45 + Swap12Swap14Swap35 + Swap12Swap14Swap15

+ Swap12Swap13Swap45 + Swap12Swap13Swap35 + Swap12Swap13Swap34

+ Swap12Swap13Swap15 + Swap12Swap13Swap14 − Swap12Swap45

− Swap12Swap35 − Swap12Swap34 − Swap12Swap15 − Swap12Swap14

− Swap12Swap13 + Swap12

Swap15Swap13Swap12Swap14 = −Swap12Swap14Swap23Swap25

− Swap12Swap14Swap15Swap23 − Swap12Swap13Swap34Swap35

+ Swap12Swap13Swap24Swap35 − 2 Swap12Swap13Swap15Swap34

− Swap12Swap13Swap15Swap24 − 2 Swap12Swap13Swap14Swap45

− Swap12Swap13Swap14Swap35 − Swap12Swap13Swap14Swap25

− 2 Swap12Swap13Swap14Swap15 + Swap23Swap34Swap35

+ Swap23Swap25Swap34 + Swap23Swap24Swap45 + Swap23Swap24Swap25

+ Swap15Swap23Swap34 + Swap15Swap23Swap24 + Swap14Swap23Swap45

+ Swap14Swap23Swap25 + Swap14Swap15Swap23 − Swap13Swap25Swap34

− Swap13Swap24Swap45 + Swap13Swap15Swap34 + Swap13Swap15Swap24

+ Swap13Swap14Swap45 + Swap13Swap14Swap35 + Swap13Swap14Swap15

+ Swap12Swap34Swap45 + Swap12Swap34Swap35 + Swap12Swap15Swap34

+ Swap12Swap14Swap45 + 2Swap12Swap14Swap35 + Swap12Swap14Swap25

+ Swap12Swap14Swap23 + 2Swap12Swap14Swap15 + Swap12Swap13Swap45

+ Swap12Swap13Swap34 + 2Swap12Swap13Swap15 + 2Swap12Swap13Swap14

− Swap34Swap45 − Swap34Swap35 − Swap24Swap35 − Swap24Swap25

− Swap23Swap45 − Swap23Swap34 − Swap23Swap25 − Swap23Swap24

− Swap15Swap34 − Swap15Swap24 − Swap15Swap23 − Swap14Swap45

− Swap14Swap35 − Swap14Swap23 − Swap14Swap15 + Swap13Swap25

− Swap13Swap15 − Swap13Swap14 − Swap12Swap45 − Swap12Swap35
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− Swap12Swap34 − Swap12Swap15 − 2 Swap12Swap14 − Swap12Swap13

+ Swap45 + Swap35 + Swap34 + Swap24 + Swap23 + Swap15 + Swap14 + Swap12 − 1

Swap13Swap12Swap15Swap14 = Swap12Swap14Swap15Swap23

+ Swap12Swap13Swap34Swap35 − Swap12Swap13Swap24Swap35

+ 2Swap12Swap13Swap15Swap34 + Swap12Swap13Swap15Swap24

+ Swap12Swap13Swap14Swap45 + 2Swap12Swap13Swap14Swap15

− Swap23Swap34Swap35 − Swap23Swap25Swap34 − Swap23Swap24Swap45

− Swap23Swap24Swap25 − Swap15Swap23Swap34 − Swap15Swap23Swap24

+ Swap14Swap23Swap35 − Swap14Swap15Swap23 + Swap13Swap25Swap34

+ Swap13Swap24Swap45 − Swap13Swap15Swap34 − Swap13Swap15Swap24

+ Swap13Swap14Swap25 − Swap13Swap14Swap15 − Swap12Swap34Swap45

− Swap12Swap34Swap35 − Swap12Swap15Swap34 − Swap12Swap14Swap35

− 2 Swap12Swap14Swap15 − Swap12Swap13Swap45 − Swap12Swap13Swap34

− 2 Swap12Swap13Swap15 − Swap12Swap13Swap14 + Swap34Swap45

+ Swap34Swap35 + Swap24Swap35 + Swap24Swap25 + Swap23Swap45

+ Swap23Swap34 + Swap23Swap25 + Swap23Swap24 + Swap15Swap34

+ Swap15Swap24 + Swap15Swap23 − Swap14Swap25 + Swap14Swap15

− Swap13Swap25 + Swap13Swap15 + Swap12Swap45 + Swap12Swap35

+ Swap12Swap34 + Swap12Swap15 + Swap12Swap14 + Swap12Swap13

− Swap45 − Swap35 − Swap34 − Swap24 − Swap23 − Swap15 − Swap12 + 1

Swap14Swap13Swap12Swap15 = −Swap12Swap15Swap23Swap24

− Swap12Swap14Swap15Swap23 − Swap12Swap13Swap15Swap34

− Swap12Swap13Swap15Swap24 − Swap12Swap13Swap14Swap15

+ Swap15Swap23Swap34 + Swap15Swap23Swap24 + Swap14Swap15Swap23

+ Swap13Swap15Swap34 + Swap13Swap15Swap24 + Swap13Swap14Swap15

+ Swap12Swap15Swap34 + Swap12Swap15Swap24 + Swap12Swap15Swap23

+ Swap12Swap14Swap15 + Swap12Swap13Swap15 − Swap15Swap34

− Swap15Swap24 − Swap15Swap23 − Swap14Swap15 − Swap13Swap15

− Swap12Swap15 + Swap15

B.5. Gell-Mann matrices of size 4× 4. In the case d = 4, the fifteen 4× 4 Gell-Mann

matrices are

λ1 =


0 1 0 0

1 0 0 0

0 0 0 0

0 0 0 0

 λ2 =


0 −i 0 0

i 0 0 0

0 0 0 0

0 0 0 0

 λ3 =


1 0 0 0

0 −1 0 0

0 0 0 0

0 0 0 0


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λ4 =


0 0 1 0

0 0 0 0

1 0 0 0

0 0 0 0

 λ5 =


0 0 −i 0

0 0 0 0

i 0 0 0

0 0 0 0

 λ6 =


0 0 0 0

0 0 1 0

0 1 0 0

0 0 0 0



λ7 =


0 0 0 0

0 0 −i 0

0 i 0 0

0 0 0 0

 λ8 =
1√
3


1 0 0 0

0 1 0 0

0 0 −2 0

0 0 0 0

 λ9 =


0 0 0 1

0 0 0 0

0 0 0 0

1 0 0 0



λ10 =


0 0 0 −i

0 0 0 0

0 0 0 0

i 0 0 0

 λ11 =


0 0 0 0

0 0 0 1

0 0 0 0

0 1 0 0

 λ12 =


0 0 0 0

0 0 0 −i

0 0 0 0

0 i 0 0



λ13 =


0 0 0 0

0 0 0 0

0 0 0 1

0 0 1 0

 λ14 =


0 0 0 0

0 0 0 0

0 0 0 −i

0 0 i 0

 λ15 =
1√
6


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −3

 .

Any product of two such matrices can be expanded in this basis according to a similar

formula to (B.2),

λaλb =
1

2
δa,b I +

15∑
c=1

(da,b,c + ifa,b,c)λc,(B.13)

where the structure constants fa,b,c and da,b,c can be again computed via

fa,b,c = −1

4
i tr(λa[λb, λc]) and da,b,c =

1

4
tr(λa{λb, λc}).

In this case the nonzero fa,b,c are

f 1,2,3 = 1, f 1,5,6 = f 1,10,11 = f 3,6,7 = f 3,11,12 = f 4,10,13 = f 6,12,13 = −1

2
,

f 1,4,7 =f 1,9,12 = f 2,4,6 = f 2,5,7 = f 2,9,11 = f 2,10,12 = f 3,4,5 = f 3,9,10 =

f 4,9,14 = f 5,9,13 = f 5,10,14 = f 6,11,14 = f 7,11,13 = f 7,12,14 =
1

2
,

f 4,5,8 = f 6,7,8 =

√
3

2
, f 8,9,10 = f 8,11,12 =

1

2
√
3
,

f 8,13,14 = − 1√
3
, f 9,10,15 = f 11,12,15 = f 13,14,15 =

√
2

3
,

and the nonzero da,b,c are

d1,1,8 = d2,2,8 = d3,3,8 =
1√
3
, d8,8,8 = d8,13,13 = d8,14,14 = − 1√

3
,

d1,1,15 = d2,2,15 = d3,3,15 = d4,4,15 = d5,5,15 = d6,6,15 = d7,7,15 = d8,8,15 =
1√
6
,

d9,9,15 = d10,10,15 = d11,11,15 = d12,12,15 = d13,13,15 = d14,14,15 = − 1√
6
,

d1,4,6 = d1,5,7 = d1,9,11 = d1,10,12 = d2,5,6 = d2,10,11 = d3,4,4 = d3,5,5 = d3,9,9 =
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d3,10,10 = d4,9,13 = d4,10,14 = d5,10,13 = d6,11,13 = d6,12,14 = d7,12,13 =
1

2
,

d2,4,7 = d2,9,12 = d3,6,6 = d3,7,7 = d3,11,11 = d3,12,12 = d5,9,14 = d7,11,14 = −1

2
,

d4,4,8 = d5,5,8 = d6,6,8 = d7,7,8 = − 1

2
√
3
, d15,15,15 = −

√
2

3

d8,9,9 = d8,10,10 = d8,11,11 = d8,12,12 =
1

2
√
3
.

Note that the structure constants fa,b,c and da,b,c with a, b, c ∈ {1, . . . , 8} coincide with

the structure constants pertaining to the 3× 3 Gell-Mann matrices.

By Proposition 1.11, each swap matrix Swap
(4)
ij can be written in terms of the 4 × 4

Gell-Mann matrices as follows

Swap
(4)
ij =

1

4
I +

1

2

15∑
a=1

λi
aλ

j
a.(B.14)

B.6. Linear subspace of M4n(C) spanned by the products of at most 4 swap

matrices. Again, any two tuples (i, j) and (k, l) are compared w.r.t. the lex ordering.

Let B̃3 be the set of all products of at most 3 swap matrices that correspond to different

permutations in Sn. For fixed i < j < k < l denote by Bijkl the set consisting of the cubics

SwapijSwapjkSwapkl, SwapijSwapjlSwapkl, SwapikSwapjkSwapjl,

SwapikSwapklSwapjl, SwapilSwapjlSwapjk, SwapilSwapklSwapjk

(B.15)

and for fixed i < j < k < l < m denote by Bijklm the set consisting of the quartics

SwapijSwapjkSwapklSwaplm, SwapijSwapjkSwapkmSwaplm,

SwapijSwapjlSwapklSwapkm, SwapijSwapjlSwaplmSwapkm,

SwapijSwapjmSwapkmSwapkl, SwapijSwapjmSwaplmSwapkl,

SwapikSwapjkSwapjlSwaplm, SwapikSwapjkSwapjmSwaplm,

SwapikSwapklSwapjlSwapjm, SwapikSwapklSwaplmSwapjm,

SwapikSwapkmSwapjmSwapjl, SwapikSwapkmSwaplmSwapjl,

SwapilSwapjlSwapjkSwapkm, SwapilSwapjlSwapjmSwapkm,

SwapilSwapklSwapjkSwapjm, SwapilSwapklSwapkmSwapjm,

SwapilSwaplmSwapjmSwapjk, SwapilSwaplmSwapkmSwapjk,

SwapimSwapjmSwapjkSwapkl, SwapimSwapjmSwapjlSwapkl,

SwapimSwapkmSwapjkSwapjl, SwapimSwapkmSwapklSwapjl,

SwapimSwaplmSwapjlSwapjk.

(B.16)

Proposition B.5. The set B4 consisting of B̃3 and the quartics

SwapijSwapklSwappqSwaprs i < j, k < l, p < q, r < s,

(i, j) < (k, l) < (p, q) < (r, s);
(B.17)

SwapijSwapjkSwappqSwaprs i < j < k, p < q, r < s,

SwapijSwapikSwappqSwaprs p, q, r, s /∈ {i, j, k}, (p, q) < (r, s);
(B.18)
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t · Swappq, t ∈ Bijkl, i < j < k < l, p < q, p, q /∈ {i, j, k, l};(B.19)

SwapijSwapjkSwappqSwapqr, SwapijSwapjkSwappqSwappr,

SwapijSwapikSwappqSwappr, i < j < k, p < q < r, i < p,

{i, j, k} ∩ {p, q, r} = ∅;
(B.20)

t ∈ Bijklm, i < j < k < l < m;(B.21)

is a basis of the subspace of MSw4
n (C) of polynomials in the Swapij of degree at most four.

Proof. For the spanning property of B4, identify the products of the swap matrices with the

corresponding permutations in Sn. Note that the only permutations that can be written

as a product of at most four transpositions that we omitted from B4 are the 5-cycles

of the form (im l k j) for i < j < k < l < m. But these are in the span of B4 by the

degree-reducing relation (3.1) with d = 4.

The proof of the linear independence of B4 again relies on the properties of the 4 × 4

Gell-Mann matrices presented in Subsection B.5.

Suppose there is a linear dependence among the elements of B4. Then, using (B.14),

express each of the appearing terms w.r.t. the basis (1.11) consisting of different combi-

nations of tensor products of the fifteen 4× 4 Gell-Mann matrices.

(a) First, consider the elements in (B.17) and observe that for any choice of i < j, k <

l, p < q, r < s with (i, j) < (k, l) < (p, q) < (r, s), the highest order terms in the expansion

of SwapijSwapklSwappqSwaprs are of the form

λi
a λ

j
a λ

k
b λ

l
b λ

p
c λ

q
c λ

r
d λ

s
d, a, b, c, d ∈ {1, . . . , 15}.

By the product formula (B.13), the elements in (B.17) are the only ones that have terms

of order eight and more precisely, for any choice of i < j, k < l, p < q, r < s with

(i, j) < (k, l) < (p, q) < (r, s), the element SwapijSwapklSwappqSwaprs has the term

λi
1 λ

j
1 λ

k
2 λ

l
2 λ

p
3 λ

q
3λ

r
4 λ

s
4, which does not appear in the expansion of any other element of B4.

Hence, the coefficients next to each of the elements in (B.17) have to be zero.

(b) Now the elements in (B.18) are the only ones in B4 that have terms of order seven

(meaning with seven different positions i, j, k, p, q, r, s) in their expansion. For any choice

of i < j < k, p < q, r < s with p, q, r, s /∈ {i, j, k}, (p, q) < (r, s), the highest order terms

in the expansion of SwapijSwapjkSwappqSwaprs are of the form

λi
a λ

j
a λ

j
b λ

k
b λ

p
c λ

q
c λ

r
d λ

s
d, a, b, c, d ∈ {1, . . . , 15},

while for SwapijSwapikSwappqSwaprs they are of the form

λi
a λ

j
a λ

i
b λ

k
b λ

p
c λ

q
c λ

r
d λ

s
d = λj

a λ
i
a λ

i
b λ

k
b λ

p
c λ

q
c λ

r
d λ

s
d, a, b, c, d ∈ {1, . . . , 15}.

As noted, the structure constants fa,b,c and da,b,c with a, b, c ∈ {1, . . . , 8} coincide with

the structure constants pertaining to the 3 × 3 Gell-Mann matrices. Hence, similar to

part (b) of the proof of Proposition B.2, for any choice of i < j < k, p < q, r < s

with p, q, r, s /∈ {i, j, k}, (p, q) < (r, s), the element SwapijSwapjkSwappqSwaprs has in its

expansion

λi
2 λ

j
2 λ

j
3 λ

k
3 λ

p
5 λ

q
5 λ

r
9 λ

s
9 + λi

1 λ
j
1 λ

j
6 λ

k
6 λ

p
5 λ

q
5 λ

r
9 λ

s
9 = iλi

2 λ
j
1 λ

k
3 λ

p
5 λ

q
5 λ

r
9 λ

s
9 +

1

2
λi
1 λ

j
4 λ

k
6 λ

p
5 λ

q
5 λ

r
9 λ

s
9.
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But SwapijSwapikSwappq has in its expansion

λi
1 λ

j
1 λ

i
3 λ

k
3 λ

p
5 λ

q
5 λ

r
9 λ

s
9+λi

1 λ
j
1 λ

i
6 λ

k
6 λ

p
5 λ

q
5 λ

r
9 λ

s
9 = −iλi

2 λ
j
1 λ

k
3 λ

p
5 λ

q
5 λ

r
9 λ

s
9+

1

2
λi
1 λ

j
4 λ

k
6 λ

p
5 λ

q
5 λ

r
9 λ

s
9.

By the same argument as in part (b) of the proof of Proposition B.2, all the coefficients

next to the elements in (B.18) are zero.

(c) Now the elements in (B.19) and (B.20) are the only ones with terms of order six

(i.e., with six different positions denoted by either i, j, k, l, p, q or i, j, k, p, q, r) in their

expansion.

For the elements in (B.19), given any choice of i < j < k < l, p < q with p, q /∈
{i, j, k, l}, the highest order terms are of the form

λ · λp
a λ

q
a,

where λ is a highest order term of an element of Bijkl as in the proof of Proposition

B.2. For the elements in (B.20), given any choice of i < j < k, p < q < r, i < p with

{i, j, k} ∩ {p, q, r} = ∅, the highest order terms of the three appearing types are

SwapijSwapjkSwappqSwapqr : λi
a λ

j
a λ

j
b λ

k
b λ

p
c λ

q
c λ

q
d λ

r
d

SwapijSwapjkSwappqSwappr : λi
a λ

j
a λ

j
b λ

k
b λ

p
c λ

q
c λ

p
d λ

r
d

SwapijSwapikSwappqSwappr : λi
a λ

j
a λ

i
b λ

k
b λ

p
c λ

q
c λ

p
d λ

r
d.

First, consider (B.20). For fixed i < j < k, p < q < r, i < p with {i, j, k}∩ {p, q, r} = ∅,
denote the coefficients next to the elements

SwapijSwapjkSwappqSwapqr, SwapijSwapjkSwappqSwappr, SwapijSwapikSwappqSwappr

by β1, β2 and β3 respectively. Clearly, these are the only elements in (B.20) whose highest

order terms involve precisely the positions i, j, k, p, q, r. So comparing the coefficients next

to the basis elements λi
2 λ

j
10 λ

k
11 λ

p
1 λ

q
4 λ

r
7, λ

i
2 λ

j
9 λ

k
11 λ

p
1 λ

q
5 λ

r
7 and λi

2 λ
j
9 λ

k
11 λ

p
1 λ

q
4 λ

r
7 give the

following equations

λi
2 λ

j
10 λ

k
11 λ

p
1 λ

q
4 λ

r
7 : −β1 − β2 + β3 = 0,

λi
2 λ

j
9 λ

k
11 λ

p
1 λ

q
5 λ

r
7 : −β1 + β2 + β3 = 0,

λi
2 λ

j
9 λ

k
11 λ

p
1 λ

q
4 λ

r
7 : −β1 + β2 − β3 = 0.

The above system has a unique solution β1 = β2 = β3 = 0. Note that each of the highest

order terms of the elements in (B.19) necessarily has one of the Gell-Mann matrices λ re-

peated twice. So the coefficients next to the basis elements λi
2 λ

j
10 λ

k
11 λ

p
1 λ

q
4 λ

r
7, λ

i
2 λ

j
9 λ

k
11 λ

p
1 λ

q
5 λ

r
7

and λi
2 λ

j
9 λ

k
11 λ

p
1 λ

q
4 λ

r
7 in the expansion of the elements in (B.19) are zero. We conclude

that the coefficients next to the elements

SwapijSwapjkSwappqSwapqr, SwapijSwapjkSwappqSwappr, SwapijSwapikSwappqSwappr,

are zero and by analogy, the coefficients next to all the elements in (B.20) are zero.

Now consider (B.19). For fixed i < j < k < l, p < q with p, q /∈ {i, j, k, l}, denote the

coefficients next to the elements

SwapijSwapjkSwapklSwappq, SwapijSwapjlSwapklSwappq, SwapikSwapjkSwapjlSwappq,

SwapikSwapklSwapjlSwappq, SwapilSwapjlSwapjkSwappq, SwapilSwapklSwapjkSwappq

by α1, . . . , α6 respectively. Clearly, these are the only elements in (B.19) whose highest

order terms involve precisely the positions i, j, k, l, p, q. So comparing the coefficients next
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to several basis elements of the form λi
a λ

j
b λ

k
c λ

l
d λ

p
e λ

q
e gives the following equations

λi
11 λ

j
1 λ

k
5 λ

l
13 λ

p
2 λ

q
2 : β1 − β6 = 0,

λi
11 λ

j
1 λ

k
13 λ

l
5 λ

p
2 λ

q
2 : β2 − β5 = 0,

λi
11 λ

j
5 λ

k
1 λ

l
13 λ

p
2 λ

q
2 : β3 − β4 = 0,

λi
11 λ

j
1 λ

k
3 λ

l
9 λ

p
2 λ

q
2 : β1 − β3 − β4 = 0,

λi
11 λ

j
3 λ

k
1 λ

l
9 λ

p
2 λ

q
2 : −β1 + β3 + β4 − β6 = 0,

λi
11 λ

j
9 λ

k
1 λ

l
3 λ

p
2 λ

q
2 : −β1 + β2 + β5 − β6 = 0.

(B.22)

The above system has a unique solution β1 = · · · β6 = 0. Hence, by analogy, the coefficients

next to all of the elements in (B.19) are zero.

(d) The quartics in (B.21) are now the only ones in B4 that have terms of degree five.

For fixed i < j < k < l < m denote the coefficients next to the quartics in (B.16)

by γ1, . . . , γ23 respectively. Clearly, these are the only elements in (B.21) whose highest

order terms involve precisely the positions i, j, k, l,m. Similar to before, we now compare

the coefficients next to several basis elements of the form λi
a λ

j
b λ

k
c λ

l
d λ

m
e to get a system

of equations. By symmetry note that if λi
a λ

j
b λ

k
c λ

l
d λ

m
e is, e.g., a term in the expansion

of SwapijSwapjkSwapklSwaplm and σ is a permutation of the positions i, j, k, l,m, then

λ
σ(i)
a λ

σ(j)
b λ

σ(k)
c λ

σ(l)
d λ

σ(m)
e is a term in the expansion of

Swapσ(i),σ(j)Swapσ(j),σ(k)Swapσ(k),σ(l)Swapσ(l),σ(m).

By this observation it is easy to quickly deduce several equations, e.g.,

λi
11 λ

j
9 λ

k
4 λ

l
6 λ

m
3 : −γ1 + γ21 + γ4 = 0,

λi
11 λ

j
9 λ

k
4 λ

l
3 λ

m
6 : −γ2 + γ22 − γ23 + γ3 = 0,

λi
11 λ

j
9 λ

k
6 λ

l
4 λ

m
3 : −γ3 + γ22 − γ19 + γ6 = 0,

λi
11 λ

j
9 λ

k
6 λ

l
3 λ

m
4 : −γ4 + γ21 − γ20 + γ5 = 0,

λi
11 λ

j
9 λ

k
3 λ

l
4 λ

m
6 : −γ5 + γ20 + γ1 = 0.

(B.23)

The remaining 19 equations are computed by analogy. To apply this technique correctly it

is important to keep in mind that the equation given by λi
11 λ

j
9 λ

k
4 λ

l
6 λ

m
3 is in fact−γ1+γ21−

γ24+γ4 = 0, where γ24 = 0 is the coefficient corresponding to SwapimSwaplmSwapklSwapjk

(that we excluded from the basis, but that we need to keep in mind to calculate the

following equations correctly). Combining all the 24 equations (B.23) with the ones

obtained by considering the terms

λi
11 λ

j
1 λ

k
15 λ

l
3 λ

m
9 , λi

11 λ
j
1 λ

k
15 λ

l
9 λ

m
3 , λi

11 λ
j
1 λ

k
3 λ

l
15 λ

m
9 ,

λi
11 λ

j
1 λ

k
9 λ

l
3 λ

m
15, λi

11 λ
j
15 λ

k
1 λ

l
9 λ

m
3 , λi

11 λ
j
9 λ

k
15 λ

l
1 λ

m
3 ,

we get a system with unique solution γ1 = · · · = γ23 = 0. Hence, by analogy, the

coefficients next to all of the quartics in (B.21) are zero as well.

(e) Now the cubics (B.15) are the only ones with terms of degree four in their expansion.

But comparing the coefficients next to the basis elements

λi
11 λ

j
1 λ

k
5 λ

l
13, λi

11 λ
j
1 λ

k
13 λ

l
5, λi

11 λ
j
5 λ

k
1 λ

l
13, λi

11 λ
j
1 λ

k
3 λ

l
9, λi

11 λ
j
3 λ

k
1 λ

l
9, λi

11 λ
j
9 λ

k
1 λ

l
3
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gives back the system (B.22), which implies that the coefficients next to all of the cubics

are zero as well. We are left with a linear dependence involving terms of degree at most

two, which contradicts linear independence of B2 as shown in Proposition B.1.

Appendix C. Explicit eigenvalue computation for clique Hamiltonians of

general d-row partitions

Here, we give an alternative and elementary method to compute the character value

χλ((i j)) of a transposition (i j) using the Murnaghan-Nakayama rule [Pro07, Section

9.9.1]. Using formula (6.3), we then again compute, for any partition λ ⊢ n with d rows,

the eigenvalue ηλ from Lemma 6.4.

C.1. The Murnaghan-Nakayama rule. To compute the value of the character χλ at

the conjugacy class of transpositions we use the non-recursive version of the Murnaghan-

Nakayama rule. It states that

χλ

(
(i j)

)
=
∑
T

(−1)ht(T ),(C.1)

where the sum runs over all tableaux T of shape λ that satisfy:

• the boxes of T are filled with numbers 1, 2, . . . , n − 1 such that 1 appears twice

and all the others appear once,

• the numbers in every row and column are weakly increasing.

Here ht(T ) is one if both 1′s are in the first column and it is zero if they are in the first

row.

Clearly, the set of all such tableaux is in bijection with the set of all standard Young

tableaux of shape λ. This means that

χλ

(
(i j)

)
= #(standard Young tableaux with 1 and 2 in the first row)−

#(standard Young tableaux with 1 and 2 in the first column).

It is easy to see that the standard Young Tableaux with 1 and 2 in the first row are

in bijection with the standard Young tableaux of the shape that we get by removing the

first two boxes from the first row of λ. Similarly, the standard Young Tableaux with 1

and 2 in the first column are in bijection with the standard Young tableaux of the shape

that we get by removing the first two boxes from the first column of λ. To count these we

use the hook-length formula for skew shaped Young tableaux [Nar14, MPP18].

For a partition µ denote by [µ] the diagram (i.e., tableaux without numbers) of shape

µ. If [µ] is the diagram that we cut out of [λ], then denote the resulting skew shaped

diagram by [λ/µ] and the number of all standard Young tableaux of shape λ/µ by fλ/µ.

For a box (i, j) ∈ [µ] such that the boxes (i+ 1, j), (i, j + 1), (i+ 1, j + 1) ∈ [λ] are not in

[µ], we say that an excited move with respect to λ is the replacement of [µ] by(
[µ]\{(i j)}

)
∪ {(i+ 1 j + 1)}.

An excited diagram of shape λ/µ is a diagram contained in [λ] that can be obtained

from [µ] with a series of excited moves. Denote by E(λ/µ) the set of all excited diagrams

of shape λ/µ (here E(λ/µ) is empty unless [µ] ⊆ [λ]) (see Example C.1).
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The hook-length formula for skew shaped tableaux [MPP18, Theorem 1.2] states that

fλ/µ = |λ/µ|!
∑

D∈E(λ/µ)

∏
ij

1

hookλ/µ(i, j)
.(C.2)

In our case, χλ((i, j)) = fλ/µ where µ = (1, 1) is the two-row partition of two. Hence,

if (i1, j1) and (i2, j2) are the two distinguished squares in an excited diagram D of shape

λ/µ, the summand in (C.2) pertaining to D can be expressed as

χλ(e)

n!
hookλ/µ(i1, j1) hookλ/µ(i2, j2).(C.3)

Example C.1. For n = 7 let λ = (4, 3) and µ = (2). Then there are three excited

diagrams of shape λ/µ,

C.2. Clique eigenvalue computation. Next we present an alternative method to prove

Proposition 6.7, which we restate below.

Proposition 6.7. Let ηλ be as in Lemma 6.4. For any λ ⊢ n with rows λ1 ≥ · · · ≥ λd,

(C.4) ηλ = n2 +
d(d− 1)(2d− 1)

6
−

d∑
k=1

(
λk − (k − 1)

)2
.

Sketch of proof. Let λ ⊢ n be a partition with at most d rows λ1 ≥ · · · ≥ λd ≥ 0. To

calculate ηλ through the formula (6.3) we first compute the value χλ((i j)) of the character

χλ at the conjugacy class of transpositions. For that we use the Murnaghan-Nakayama

rule as presented in Subsection C.1.

First consider the excited diagrams of shape λ/µ with µ = (2). We only tackle the most

general case with λd ≥ d + 1 (i.e., the case that gives the most excited diagrams). By

a similar reasoning as before, the box (1, 1), can be moved only after the box (1, 2) had

already been moved. If (1, 1) is, say, in position (k, k) for k = 1, . . . , d, this means that

(1, 2) must have been moved to one of the d − k + 1 positions (k, k + 1), . . . , (d, d + 1).

So if (1, 1) is moved to (k, k) and (1, 2) is moved to (j, j + 1) for some j = k, . . . , d, the

contribution to (C.2) of this excited diagram computed via (C.3) is

χλ(e)

n!
hookλ/(2)(k, k) hookλ/(2)(j, j + 1) =

χλ(e)

n!
(λk − (k − 1) + d− k)(λj − j + d− j).

Hence,

fλ/(2) =
χλ(e)

n(n− 1)

d∑
k=1

d∑
j=k

(λk − 2k + d+ 1)(λj − 2j + d).

For the excited diagrams of shape λ/µ with µ = (1, 1), we again only consider the case

with λd ≥ d− 1, which gives the most excited diagrams. In this case, if the box (1, 1) is

moved to position (k, k) for some k = 1, . . . , d− 1, the box (2, 1) must have been moved

to one of the d − k positions (k + 1, k), . . . , (d, d − 1). So if (1, 1) is moved to (k, k) and

(2, 1) is moved to (j + 1, j) for some j = k, . . . , d − 1, the contribution to (C.2) of this

excited diagram computed via (C.3) is now

χλ(e)

n!
hookλ/(1,1)(k, k) hookλ/(1,1)(j + 1, j)

=
χλ(e)

n!
(λk − (k − 1) + d− k)(λj − (j − 2) + d− j).
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Hence,

fλ/(1,1) =
χλ(e)

n(n− 1)

d−1∑
k=1

d∑
j=k+1

(λk − 2k + d+ 1)(λj − 2j + d+ 2).

Putting all together we get

ηλ = 2

(
n

2

)(
1−

χλ

(
(i j)

)
χλ(e)

)
= 2

(
n

2

)(
1− fλ/(2) − fλ/(1,1)

χλ(e)

)
= n(n− 1)−

d∑
k=1

d∑
j=k

(λk − 2k + d+ 1)(λj − 2j + d)

+
d−1∑
k=1

d∑
j=k+1

(λk − 2k + d+ 1)(λj − 2j + d+ 2)

= n2 − 2n−
d∑

k=1

(λ2
k − 2kλk)

= n2 +
d(d− 1)(2d− 1)

6
−

d∑
k=1

(
λk − (k − 1)

)2
.
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