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#### Abstract

Self-testing is the strongest form of quantum functionality verification which allows a classical user to deduce the quantum state and measurements used to produce measurement statistics. While selftesting of quantum states is well-understood, self-testing of measurements, especially in high dimensions, has remained more elusive. We demonstrate the first general result in this direction by showing that every real projective measurement can be self-tested. The standard definition of self-testing only allows for the certification of real measurements. Therefore, our work effectively broadens the scope of self-testable projective measurements to their full potential. To reach this result, we employ the idea that existing self-tests can be extended to verify additional untrusted measurements. This is known as 'post-hoc self-testing'. We formalize the method of post-hoc self-testing and establish a sufficient condition for its application. Using this condition we construct self-tests for all real projective measurements. Inspired by our construction, we develop a new technique of iterative self-testing, which involves using post-hoc self-testing in a sequential manner. Starting from any established self-test, we fully characterize the set of measurements that can be verified via iterative self-testing. This provides a clear methodology for constructing new self-tests from pre-existing ones.


## 1 Introduction

### 1.1 Background

Consider a scenario where a classical user, Victor, engages with a quantum device by posing questions $x$ and receiving answers $a$. Lacking any prior knowledge of the device's internal workings, Victor models its behavior as a state preparation $|\psi\rangle$, accompanied by quantum measurements $\left\{M_{a \mid x}, \sum_{a} M_{a \mid x}=I\right\}$. In response to question $x$, the device executes measurement $\left\{M_{a \mid x}\right\}_{a}$ on the state $|\psi\rangle$ and outputs the resulting measurement output $a$. While it is straightforward to predict the device's output statistics from $|\psi\rangle$ and $\left\{M_{a \mid x}\right\}$ using Born's rule [Bor26] $p(a \mid x)=\langle\psi| M_{a \mid x}|\psi\rangle$, it is impossible to deduce $|\psi\rangle$ and $\left\{M_{a \mid x}\right\}$ solely from the statistics $p(a \mid x)$. Indeed, different states $|\psi\rangle$ and $\left\{M_{a \mid x}\right\}$ can yield the same $p(a \mid x)$. In this setting, even a classical computer is always able to simulate the quantum process, if its running time is not limited.

Intriguingly, deducing the quantum functionality from the resulting classical statistics becomes possible in the so-called 'bipartite Bell scenario' $\left[\mathrm{BCP}^{+} 14\right.$, Bel64] (see Fig. 1). Here, Victor interacts with two spatially separated quantum devices, named Alice and Bob. He poses questions $x \in \mathcal{I}_{A}$ and $y \in \mathcal{I}_{B}$ to Alice and Bob respectively, who in turn provide answers, $a \in \mathcal{O}_{A}$ and $b \in \mathcal{O}_{B}$. While Alice and Bob cannot communicate during this interaction, they may share an entangled quantum state $|\psi\rangle_{A B}$, which they can measure locally using measurements $\left\{M_{a \mid x}: a \in \mathcal{O}_{A}, x \in \mathcal{I}_{A}\right\}$ and $\left\{N_{b \mid y}: b \in \mathcal{O}_{B}, y \in \mathcal{I}_{B}\right\}$ to obtain outputs $a$ and $b$. The statistics observed by Victor then follow the distribution $p(a, b \mid x, y)=\langle\psi| M_{a \mid x} \otimes N_{b \mid y}|\psi\rangle$. It turns out that some statistics $p(a, b \mid x, y)$ can exclusively be produced by a specific set of measurements $\left\{M_{a \mid x}\right\}$ and $\left\{N_{b \mid y}\right\}$ on a specific entangled state $|\psi\rangle_{A B}$ (up to a change of a local frame of reference). This phenomenon is known as 'self-testing' [MY04] and it relies on key features of the quantum theory such as entanglement [GP92] and incompatibility of measurements [WPGF09]. Self-testing represents the strongest form of verification as it requires minimal assumptions, namely, no-communication between Alice's and Bob's measuring devices and the validity of the quantum theory. In particular, in self-testing we do not require access to any trusted or fully characterized quantum devices, a condition also known as 'device-independence' [ $\left.\mathrm{ABG}^{+} 07\right]$.

The quantum mechanical description of the devices in a bipartite Bell scenario is given by what we call a strategy. Formally, such a strategy $\mathcal{S}$ is a tuple

$$
\mathcal{S}=\left(|\psi\rangle_{A B},\left\{M_{a \mid x}: a \in \mathcal{O}_{A}, x \in \mathcal{I}_{A}\right\},\left\{N_{b \mid y}: b \in \mathcal{O}_{B}, y \in \mathcal{I}_{B}\right\}\right),
$$



Figure 1: Self-testing in a Bell scenario. Spatially separated Alice and Bob perform local measurements on a shared state (described by $\mathcal{S}$ ), giving rise to correlation $p(a, b \mid x, y)$. In the case of self-testing, Victor can classically verify Alice and Bob: the only way for Alice and Bob to produce the correct correlation is by adhering to the prescribed specification $\tilde{\mathcal{S}}$.
where $|\psi\rangle_{A B} \in \mathcal{H}_{A} \otimes \mathcal{H}_{B}$ is the shared state, $\mathcal{M}_{x}=\left\{M_{a \mid x}\right\} \subseteq \mathcal{L}\left(\mathcal{H}_{A}\right)$ and $\mathcal{N}_{b}=\left\{N_{b \mid y}\right\} \subseteq \mathcal{L}\left(\mathcal{H}_{B}\right)$ are the POVMs (positive operator-valued measures) of Alice and Bob respectively. The resulting measurement statistics

$$
p(a, b \mid x, y)=\langle\psi| M_{a \mid x} \otimes N_{b \mid y}|\psi\rangle
$$

is commonly referred to as correlation. In case of self-testing, we can recover the description of the state and measurements comprising $\mathcal{S}$ from merely observing the measurement statistics $p$ that it produces. So whenever self-testing holds, we can verify the involved state-preparation and measurement functionalities without any prior knowledge about the inner workings of the employed quantum devices. This leads us to the following fundamental question of self-testing:

## Question: Which quantum states and which measurements can be self-tested?

In other words, the above question asks which state-preparation and measurement functionalities can be verified by a classical user with no access to trusted quantum devices. To verify (self-test) a given state-preparation or measurement functionality, we need to construct a strategy $\mathcal{S}$ which incorporates this functionality and is moreover determined (self-tested) by the correlation it produces.

In the bipartite scenario the question regarding self-testable states has been answered by a milestone result [CGS17], which allows to self-test any pure bipartite entangled state. Recent work shows that in the network setting [TPKLR22] it is possible to self-test any entangled multiparty state [ $\mathrm{ŠBR}^{+} 23$ ]. In contrast to this rather complete picture for self-testing of quantum states, the self-testing of general measurements has remained elusive. First, in the bipartite Bell scenario, any complex measurement, i.e., having complex matrix entries in the Schmidt basis of the shared state, can be simulated by a real measurement [PV08, MMG09, RTW ${ }^{+}$21]. So any self-tested measurement must be real, because a measurement always produces the same statistics as its complex conjugate:

$$
\langle\psi| M_{a \mid x} \otimes N_{b \mid y}|\psi\rangle=\overline{\langle\psi| M_{a \mid x} \otimes N_{b \mid y}|\psi\rangle}=\langle\psi| \bar{M}_{a \mid x} \otimes \bar{N}_{b \mid y}|\psi\rangle .
$$

Existing protocols primarily focus on low-dimensional quantum systems or specific higher-dimensional measurements. In case of a two-level system, it is known how to self-test Pauli measurements [MY04], and subsequent work has shown that any two-dimensional projective measurement is self-testable [YN13]. In [McK17, Col17] tensor-products of Pauli matrices are self-tested, and [SSKA21] presented a self-test for a particular pair of $d$-output measurements. In [MPS21, Fu22], constant-sized self-test of measurements satisfying some special property is provided. Self-testing of arbitrary higher-dimensional measurements, however, has remained out of reach up to now.

### 1.2 Results

In this work we study the self-testing of measurements in a comprehensive (as opposed to example-based) manner. We provide the first results for self-testing of general measurements. Our specific contributions include the following:
(i) We put forth a fully explicit self-testing protocol for any real projective measurement. Our construction has a question set of cubic size in $d$, the dimension of the measurement to be self-tested, and a constant-sized answer set. Additionally, our self-test is robust to noise.
(ii) We formalize the method of post-hoc self-testing and identify a sufficient condition for its application. Post-hoc self-testing occurs when we can extend a previously self-tested strategy to include an additional measurement. While there are sporadic examples of this method in the literature, a comprehensive understanding of this phenomenon and when it occurs was lacking. To remedy this, we have identified a sufficient condition under which an initial self-test of a given strategy $\mathcal{S}$ can be extended to include an additional measurement $\mathcal{M}$. Applying this criterion to an initial strategy from the recent work [MPS21] allows us to obtain our self-testing construction from (i).
(iii) We develop a new technique of iterative self-testing which involves sequential application of posthoc self-testing. Starting from any established self-test, we use Jordan algebra to characterize the set of measurements that can be verified via iterative self-testing. Iterative self-testing is inspired by our self-testing construction in (ii), and offers a handy way for developing new self-tests based on pre-existing ones.

### 1.3 Organisation of the paper

We give the preliminary for this paper and the notations we frequently used herein in Section 2. In section 3 we formalize the definition of post-hoc self-testing, and provide a criterion to determine whether a projective measurement is post-hoc self-tested. Then in Section 4 we consider iterative self-testing, by which we show how to self-test any real projective measurements. In Section 5 the general theory of iterative self-testing is presented. We conclude our result and provide some open problems in Section 6. Appendix A contains examples, counter-examples and general obstructions of post-hoc self-testing. Appendix B is a construction of the observables in our robust self-tested strategy with Mathematica code.

## 2 Preliminaries and notation

### 2.1 Oobservable picture of measurements

In many cases, especially when the measurement is projective (i.e., all operators in the POVMs are projections), it can be more convenient to work with generalized observables instead of operators of POVMs. Given a POVM $\left\{M_{a \mid x}\right\}$, its generalized observables are given by

$$
A_{x}^{(j)}:=\sum_{a=0}^{\left|\mathcal{O}_{A}\right|-1} \omega^{a j} M_{a \mid x}
$$

where $\omega=e^{i 2 \pi /\left|\mathcal{O}_{A}\right|}$. Note that $A_{x}^{(0)}=I$ by definition. Due to the invertibility of the transform, $\left\{M_{a \mid x}\right\}$ can be recovered from $\left\{A_{x}^{(j)}\right\}$ by $M_{a}=\frac{1}{\left|\mathcal{O}_{A}\right|} \sum_{j=0}^{\left|\mathcal{O}_{A}\right|-1} \omega^{-a j} A_{x}^{(j)}$. So $\left\{A_{x}^{(j)}\right\}$ provides an alternative, yet full, description of the measurement. The following properties about the generalized observables hold: (see [KŠT $\left.{ }^{+} 19\right]$ for a proof)

- For any POVM $\left\{M_{a \mid x}\right\}, A_{x}^{(j)} A_{x}^{(j) \dagger} \leq I, A_{x}^{(j) \dagger} A_{x}^{(j)} \leq I$, i.e., $A_{x}^{(j)}$ are contractions.
- A POVM $\left\{M_{a \mid x}\right\}$ is projective if and only if the corresponding $A_{x}:=A_{x}^{(1)}$ is a unitary matrix of order $\left|\mathcal{O}_{A}\right|$. In this case, we call $A_{x}$ the observable of $\left\{M_{a \mid x}\right\}$, further having that $A_{x}^{(j)}=A_{x}^{j}$. Therefore,
- Projective measurements are fully characterised by its observable:

$$
M_{a}=\frac{1}{\left|\mathcal{O}_{A}\right|} \sum_{j=0}^{\left|\mathcal{O}_{A}\right|-1} \omega^{-a j} A_{x}^{j}
$$

while in general, it might not be possible to recover the POVM elements of a measurement from $A_{x}$.

In this work, we specify quantum strategies by the tuple

$$
\mathcal{S}=\left(|\psi\rangle_{A B},\left\{A_{x}^{(j)}: x \in \mathcal{I}_{A}, j \in \mathcal{O}_{A}\right\},\left\{B_{y}^{(k)}: y \in \mathcal{I}_{B}, k \in \mathcal{O}_{B}\right\}\right),
$$

where $A_{x}^{(j)}=\sum_{a=0}^{\left|\mathcal{O}_{A}\right|-1} \omega_{A}^{a j} M_{a \mid x}, \omega_{A}=e^{i 2 \pi /\left|\mathcal{O}_{A}\right|}, B_{y}^{(k)}=\sum_{b=0}^{\left|\mathcal{O}_{B}\right|-1} \omega_{B}^{b k} N_{b \mid y}, \omega_{B}=e^{i 2 \pi /\left|\mathcal{O}_{B}\right|}$. The correlation is also conveniently specified via

$$
\left\{\langle\psi| A_{x}^{(j)} \otimes B_{y}^{(k)}|\psi\rangle\right\}_{j, k, x, y}=\left\{\sum_{a, b} \omega_{A}^{a j} \omega_{B}^{b k} p(a b \mid x y)\right\}_{j, k, x, y}
$$

Furthermore, we call $\mathcal{S}$ projective if all the measurements in $\mathcal{S}$ are all projective, and denote it by $\mathcal{S}=\left(|\psi\rangle_{A B},\left\{A_{x}: x \in \mathcal{I}_{A}\right\},\left\{B_{y}: y \in \mathcal{I}_{B}\right\}\right)$ for simplicity. In this work we shall present our results in terms of observables.

### 2.2 Local dilation and self-testing

In a self-testing protocol the verifier Victor wishes to infer the underlying quantum strategy from his observation of correlations, so it is desired that the strategy generating a given correlation is to some extent unique. However, there are at least two types of manipulation of the strategy that do not affect the correlation. Firstly, if we only choose a different basis, then strategies $\mathcal{S}=\left(|\psi\rangle_{A B},\left\{A_{x}^{(j)}\right\},\left\{B_{y}^{(k)}\right\}\right)$ and $\mathcal{S}^{\prime}=\left(U_{A} \otimes U_{B}|\psi\rangle_{A B},\left\{U_{A} A_{x}^{(j)} U_{A}^{\dagger}\right\},\left\{U_{B} B_{y}^{(k)} U_{B}^{\dagger}\right\}\right)$ produce the same correlation for any local unitaries $U_{A}, U_{B}$. Secondly, if we attach a bipartite auxiliary state $\mid$ aux $\rangle_{A^{\prime} B^{\prime}}$ on which the measurements act trivially, then strategies $\mathcal{S}=\left(|\psi\rangle_{A B},\left\{A_{x}^{(j)}\right\},\left\{B_{y}^{(k)}\right\}\right)$ and $\mathcal{S}^{\prime}=\left(|\operatorname{aux}\rangle_{A^{\prime} B^{\prime}} \otimes|\psi\rangle_{A B},\left\{I \otimes A_{x}^{(j)}\right\},\{I \otimes\right.$ $\left.B_{y}^{(k)}\right\}$ ) produce the same correlation. Motivated by the above two manipulations, we say that ' $\tilde{\mathcal{S}}$ is a local dilation of $\mathcal{S}$ ' if up to a change of local bases $\mathcal{S}$ is $\hat{\mathcal{S}}$ plus some trivial auxiliary state. Specifically, we say that

Definition 2.1 (local dilation) A local operator $\tilde{M}_{\tilde{A}} \otimes \tilde{N}_{\tilde{B}}$ and a bipartite state $|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}$ is a local dilation of operator $M_{A} \otimes N_{B}$ and state $|\psi\rangle_{A B}$ with an auxiliary state $|\operatorname{aux}\rangle_{A^{\prime} B^{\prime}} \in \mathcal{H}_{A^{\prime}} \otimes \mathcal{H}_{B^{\prime}}$ and a local isometry $\Phi=\Phi_{A} \otimes \Phi_{B}$ where $\Phi_{A}: \mathcal{H}_{A} \rightarrow \mathcal{H}_{A^{\prime}} \otimes \mathcal{H}_{\tilde{A}}, \Phi_{B}: \mathcal{H}_{B} \rightarrow \mathcal{H}_{B^{\prime}} \otimes \mathcal{H}_{\tilde{B}}$, if

$$
\Phi\left[M_{A} \otimes N_{B}|\psi\rangle_{A B}\right]=|\operatorname{aux}\rangle_{A^{\prime} B^{\prime}} \otimes\left(\tilde{M}_{\tilde{A}} \otimes \tilde{N}_{\tilde{B}}|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}\right) .
$$

We denote local dilation by

$$
\left(|\psi\rangle_{A B}, M_{A} \otimes N_{B}\right) \xrightarrow{\Phi,|a \mathrm{aux}\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, \tilde{M}_{\tilde{A}} \otimes \tilde{N}_{\tilde{B}}\right),
$$

omitting $\Phi, \mid$ aux $\rangle$ above the arrow if they are clear from the context.
A strategy $\tilde{\mathcal{S}}=\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right),\left\{\tilde{B}_{y}^{(k)}\right\}\right)$ is a local dilation of strategy $\mathcal{S}=\left(|\psi\rangle_{A B},\left\{A_{x}^{(j)}\right),\left\{B_{y}^{(k)}\right\}\right)$ with an auxiliary state $\mid$ aux $\rangle_{A^{\prime} B^{\prime}}$ and a local isometry $\Phi=\Phi_{A} \otimes \Phi_{B}$ where $\Phi_{A}: \mathcal{H}_{A} \rightarrow \mathcal{H}_{A^{\prime}} \otimes \mathcal{H}_{\tilde{A}}$, $\Phi_{B}: \mathcal{H}_{B} \rightarrow \mathcal{H}_{B^{\prime}} \otimes \mathcal{H}_{\tilde{B}}$, if

$$
\begin{aligned}
& \left(|\psi\rangle_{A B}, A_{x}^{(j)} \otimes I_{B}\right) \xrightarrow{\Phi,|\mathrm{aux}\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, \tilde{A}_{x}^{(j)} \otimes I_{\tilde{B}}\right), \\
& \left(|\psi\rangle_{A B}, I_{A} \otimes B_{y}^{(k)}\right) \xrightarrow{\Phi,|\mathrm{aux}\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, I_{\tilde{A}} \otimes \tilde{B}_{y}^{(k)}\right)
\end{aligned}
$$

hold for all $j \in \mathcal{O}_{A}, k \in \mathcal{O}_{B}, x \in \mathcal{I}_{A}, y \in \mathcal{I}_{B}$. We denote local dilation of strategies by $\mathcal{S} \xrightarrow{\Phi,|a u x\rangle} \tilde{\mathcal{S}}$.
We also use the hook arrow notation for approximate local dilation:
Definition 2.2 (local $\varepsilon$-dilation) A local operator $\tilde{M}_{\tilde{A}} \otimes \tilde{N}_{\tilde{B}}$ and a bipartite state $|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}$ is a local $\varepsilon$ dilation of operator $M_{A} \otimes N_{B}$ and state $|\psi\rangle_{A B}$ with an auxiliary state $|\operatorname{aux}\rangle_{A^{\prime} B^{\prime}} \in \mathcal{H}_{A^{\prime}} \otimes \mathcal{H}_{B^{\prime}}$ and a local isometry $\Phi=\Phi_{A} \otimes \Phi_{B}$ where $\Phi_{A}: \mathcal{H}_{A} \rightarrow \mathcal{H}_{A^{\prime}} \otimes \mathcal{H}_{\tilde{A}}, \Phi_{B}: \mathcal{H}_{B} \rightarrow \mathcal{H}_{B^{\prime}} \otimes \mathcal{H}_{\tilde{B}}$, if

$$
\| \Phi\left[M_{A} \otimes N_{B}|\psi\rangle_{A B}\right]-|\operatorname{aux}\rangle_{A^{\prime} B^{\prime}} \otimes\left(\tilde{M}_{\tilde{A}} \otimes \tilde{N}_{\tilde{B}}|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}\right) \| \leq \varepsilon .
$$

We denote local $\varepsilon$-dilation by

$$
\left(|\psi\rangle_{A B}, M_{A} \otimes N_{B}\right) \xrightarrow[\varepsilon]{\Phi, \mid \text { aux }\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, \tilde{M}_{\tilde{A}} \otimes \tilde{N}_{\tilde{B}}\right) .
$$

A strategy $\tilde{\mathcal{S}}=\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right),\left\{\tilde{B}_{y}^{(k)}\right\}\right)$ is a local $\varepsilon$-dilation of a strategy $\mathcal{S}=\left(|\psi\rangle_{A B},\left\{A_{x}^{(j)}\right),\left\{B_{y}^{(k)}\right\}\right)$ with an auxiliary state $\mid$ aux $\rangle_{A^{\prime} B^{\prime}}$ and a local isometry $\Phi=\Phi_{A} \otimes \Phi_{B}$ where $\Phi_{A}: \mathcal{H}_{A} \rightarrow \mathcal{H}_{A^{\prime}} \otimes \mathcal{H}_{\tilde{A}}$, $\Phi_{B}: \mathcal{H}_{B} \rightarrow \mathcal{H}_{B^{\prime}} \otimes \mathcal{H}_{\tilde{B}}$, if

$$
\begin{aligned}
& \left(|\psi\rangle_{A B}, A_{x}^{(j)} \otimes I_{B}\right) \xrightarrow[\varepsilon]{\Phi,|\mathrm{aux}\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, \tilde{A}_{x}^{(j)} \otimes I_{\tilde{B}}\right), \\
& \left(|\psi\rangle_{A B}, I_{A} \otimes B_{y}^{(k)}\right) \xrightarrow[\varepsilon]{\Phi, \mid \text { aux }\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, I_{\tilde{A}} \otimes \tilde{B}_{y}^{(k)}\right)
\end{aligned}
$$


Now we can define exact and robust self-testing of strategies $\tilde{\mathcal{S}}$ :
Definition 2.3 (self-testing of strategy) A strategy $\tilde{\mathcal{S}}=\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right),\left\{\tilde{B}_{y}^{(k)}\right\}\right)$ is (exactly) self-tested by the correlation $\left\{\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle\right\}$ it generates, if any strategy $\mathcal{S}$ generating the same correlation $\left\{\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle\right\}$ satisfies $\mathcal{S} \xrightarrow{\Phi,|\mathrm{aux}\rangle} \tilde{\mathcal{S}}$ for some local isometry $\Phi$ and auxiliary state |aux $\rangle$.

A strategy $\tilde{\mathcal{S}}=\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right),\left\{\tilde{B}_{y}^{(k)}\right\}\right)$ is robustly self-tested by the correlation it generates, if it is self-tested and the following condition holds: for any $\varepsilon>0$, there exists $\delta>0$ such that, any strategy $\mathcal{S} \delta$-approximately generating the correlation (i.e., for all $x, y, j, k$ it holds that $\mid\langle\psi| A_{x}^{(j)} \otimes B_{y}^{(k)}|\psi\rangle-$ $\left.\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle \mid<\delta\right)$ satisfies $\mathcal{S} \xrightarrow[\varepsilon]{\Phi, \mid \text { aux }\rangle} \tilde{\mathcal{S}}$ for some local isometry $\Phi$ and auxiliary state $\mid$ aux $\rangle$.

In the context of self-testing, $\tilde{\mathcal{S}}$ is often called the reference strategy, and $\mathcal{S}$ is called the physical one.
We make the following assumptions in this work. Firstly, we consider 'real' reference strategies, due to the complex-conjugation issue of self-testing measurement (see Section 3.7.1 of [ŠB20] for a detailed discussion). By 'real' we mean that in a Schmidt basis of $|\tilde{\psi}\rangle$ the matrices of the POVMs in $\tilde{\mathcal{S}}$ have real entries. Secondly, we consider projective reference strategies. Recall that they are fully characterised by their observables. In this sense, by 'self-testing of a observable' we essentially mean the 'self-testing of the projective measurement it corresponds to'. We note that, while some previous self-testing results also make assumption of projective physical strategies, we do not require the physical strategy to be projective or real. Finally, we without loss of generality assume that left and right local dimension of the 'auxiliary' state $\mid$ aux $\rangle$ are the same, i.e., $\mathcal{H}_{A^{\prime}} \cong \mathcal{H}_{B^{\prime}}$, since one can always enlarge the smaller marginal space with local isometry. We also consider full-Schmidt rank reference state $|\tilde{\psi}\rangle$; note that this is a very common assumption throughout the literature on self-testing. Therefore, we can take $\mathcal{H}_{\tilde{A}} \cong \mathcal{H}_{\tilde{B}}$.

## 3 Robust post-hoc self-testing of projective measurements

The concept of post-hoc self-testing has been implicitly employed in prior works, such as self-testing of graph states [McK16], randomness certification [ABDC18, WKB $\left.{ }^{+} 20\right]$, and one-sided self-testing $\left[\mathrm{SBJ}^{+}\right.$23]. The review paper [ŠB20] was the first to summarize this technique and refer to it as 'posthoc self-testing'. In this section, we formalise the idea of post-hoc self-testing and establish a sufficient condition for its application.

### 3.1 Definitions

In post-hoc self-testing we consider a scenario where we have self-tested strategy $\tilde{\mathcal{S}}=\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}^{(j)}\right\}_{x}\right.$, $\left.\left\{\tilde{B}_{y}^{(k)}\right\}_{y}\right)$, and we would like to self-test an additional measurement $\left\{\tilde{O}^{(\ell)}\right\}$. We are interested to ask when can $\left\{\tilde{O}^{(\ell)}\right\}$ be self-tested by extending $\tilde{\mathcal{S}}$. In particular, when is $\tilde{\mathcal{S}}^{\prime}=\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}^{(j)}\right\}_{x},\left\{\tilde{B}_{y}^{(k)}, \tilde{O}^{(\ell)}\right\}_{y}\right)$ self-tested by the correlation it produces (Fig. 2)?

Since the reference strategy $\tilde{\mathcal{S}}=\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right),\left\{\tilde{B}_{y}^{(k)}\right\}\right)$ is robustly self-tested from correlation, Alice has to honestly perform some measurement which is an approximate local dilation of $\left\{\tilde{A}_{x}^{(j)}\right\}$ :

$$
\begin{equation*}
\left(|\psi\rangle_{A B}, A_{x}^{(j)} \otimes I_{B}\right) \xrightarrow[\varepsilon]{\Phi,|\mathrm{aux}\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, \tilde{A}_{x}^{(j)} \otimes I_{\tilde{B}}\right) \tag{1}
\end{equation*}
$$

Then post-hoc self-testing for an additional observable $\tilde{O}^{(l)}$ would ask that the same $\Phi$ and $\mid$ aux $\rangle$ also connect $O^{(l)}$ and $\tilde{O}^{(l)}$ on the same shared state for any $O^{(l)}$ generating correlation close to that of $\tilde{O}^{(l)}$.


Figure 2: Post-hoc self-testing: starting from a self-tested strategy $\tilde{\mathcal{S}}$ (on the left), if it is feasible to infer the new measurement $\tilde{O}^{(\ell)}$ with input $y_{\text {new }}$ and output $\ell$ from correlations $\left\{\langle\psi| A_{x}^{(j)} \otimes O^{(\ell)}|\psi\rangle\right\}$, then extended strategy $\tilde{\mathcal{S}}^{\prime}$ (on the right) remains self-tested.

Definition 3.1 (robust post-hoc self-testing) Given the state $|\tilde{\psi}\rangle=|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}$ and generalized observables $\left\{\tilde{A}_{x}^{(j)}\right\}$, a L-output generalized observable $\left\{\tilde{O}^{(l)}\right\}$ is robustly post-hoc self-tested (by the correlation $\left.\left\{\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{O}^{(l)}|\tilde{\psi}\rangle\right\}\right)$ based on $\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right\}\right)$ if the following condition holds: for any $\varepsilon^{\prime}>0$, there exist $\varepsilon>0$ and $\delta>0$ such that:

$$
\text { if }\left(|\psi\rangle_{A B}, A_{x}^{(j)} \otimes I_{B}\right) \xrightarrow[\varepsilon]{\Phi, \mid \text { aux }\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, \tilde{A}_{x}^{(j)} \otimes I_{\tilde{B}}\right\} \text { for state }|\psi\rangle_{A B} \text {, generalized observables }\left\{A_{x}^{(j)}\right\} \text {, }
$$ local isometry $\Phi=\Phi_{A} \otimes \Phi_{B}$ and state $|\operatorname{aux}\rangle_{A^{\prime} B^{\prime}}$, then any generalized observable $\left\{O^{(l)}\right\} \delta$-approximately generating the correlation (i.e., $\left.\left|\langle\psi| A_{x}^{(j)} \otimes O^{(l)}\right| \psi\right\rangle-\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{O}_{y}^{(l)}|\tilde{\psi}\rangle \mid<\delta$ ) satisfies

$$
\left(|\psi\rangle_{A B}, I_{A} \otimes O^{(l)}\right) \xrightarrow[\varepsilon^{\prime}]{\Phi, \mid \text { aux }\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, I_{\tilde{A}} \otimes \tilde{O}^{(l)}\right)
$$

for all $l \in[0, L-1]$.
Then post-hoc self-testing extends self-testing protocol in the following sense:
Proposition 3.2 If correlation $\left\{\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle\right\}$ robustly self-tests $\tilde{\mathcal{S}}=\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right),\left\{\tilde{B}_{y}^{(k)}\right\}\right)$, and correlation $\left\{\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{O}^{(k)}|\tilde{\psi}\rangle\right\}$ robustly post-hoc self-tests $\left\{\tilde{O}^{(l)}\right\}$ based on $\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right\}\right)$, then the extended correlation $\left\{\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle\right\} \cup\left\{\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{O}^{(l)}|\tilde{\psi}\rangle\right\}$ robustly self-tests the extended strategy $\tilde{\mathcal{S}}^{\text {Extend }}=\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right\},\left\{\tilde{B}_{y}^{(k)}, \tilde{O}^{(l)}\right\}\right)$.

Proof. By robust post-hoc self-testing, for any $\varepsilon_{1}$ there exist $\varepsilon_{2}$ and $\delta_{1}$ such that

$$
\left(|\psi\rangle_{A B}, I_{A} \otimes O^{(l)}\right) \xrightarrow[\varepsilon_{1}]{\Phi, \mid \text { aux }\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, I_{\tilde{A}} \otimes \tilde{O}^{(l)}\right),
$$

if $\left.\left|\langle\psi| A_{x}^{(j)} \otimes O^{(l)}\right| \psi\right\rangle-\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{O}_{y}^{(l)}|\tilde{\psi}\rangle \mid<\delta_{1}$. Since $\tilde{\mathcal{S}}=\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right\},\left\{\tilde{B}_{y}^{(k)}\right\}\right)$ is robustly self-tested, for $\varepsilon_{2}$ there exist $\delta_{2}$ such that

$$
\begin{aligned}
& \left(|\psi\rangle_{A B}, A_{x}^{(j)} \otimes I_{B}\right) \xrightarrow[\varepsilon_{2}]{\stackrel{\Phi,|\mathrm{aux}\rangle}{\longrightarrow}}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, \tilde{A}_{x}^{(j)} \otimes I_{\tilde{B}}\right), \\
& \left(|\psi\rangle_{A B}, I_{A} \otimes B_{y}^{(k)}\right) \underset{\varepsilon_{2}}{\underset{\Phi,|\mathrm{aux}\rangle}{ }}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, I_{\tilde{A}} \otimes \tilde{B}_{y}^{(k)}\right),
\end{aligned}
$$

if $\left.\left|\langle\psi| A_{x}^{(j)} \otimes B_{y}^{(k)}\right| \psi\right\rangle-\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle \mid<\delta_{2}$. Take $\delta=\min \left\{\delta_{1}, \delta_{2}\right\}$ and $\varepsilon=\max \left\{\varepsilon_{1}, \varepsilon_{2}\right\}$ one get that the extended strategy $\tilde{\mathcal{S}}^{\text {Extend }}=\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right\},\left\{\tilde{B}_{y}^{(k)}, \tilde{O}^{(l)}\right\}\right)$ is robustly self-tested.

We visualize the extension of the correlation table to help better understand post-hoc self-testing. For simplicity, consider binary observables $\tilde{A}_{x}, \tilde{B}_{y}, \tilde{O}$. The correlation generated by $\tilde{\mathcal{S}}$ can be written as a $\left(\left|\mathcal{I}_{A}\right|+1\right) \times\left(\left|\mathcal{I}_{B}\right|+1\right)$ table as in Table 1 . Then we say that Table 1 self-tests strategy $\tilde{\mathcal{S}}$. Take $\tilde{\mathcal{S}}$ as the initial strategy, then add an additional binary observable $\tilde{O}$ on Bob's side; this will extend the correlation table as in Table 2. Intuitively, given self-tested $\left\{\tilde{A}_{x}\right\}$, then for some $\tilde{O}$ it could be the case that $\tilde{O}$ is fully characterized by $\langle I \otimes \tilde{O}\rangle$ and $\left\{\left\langle\tilde{A}_{x} \otimes \tilde{O}\right\rangle\right\}_{x}$. If so, we say that $\tilde{O}$ is post-hoc self-tested based on $\left\{\tilde{A}_{x}\right\}$ and $|\tilde{\psi}\rangle$. Then the extended Table 2 self-tests $\tilde{\mathcal{S}}^{\text {Extend }}$, because essentially the white part of Table 2 tests $\tilde{\mathcal{S}}$, and the yellow part tests $\tilde{O}$.

|  | $I$ | $\tilde{B}_{0}$ | $\ldots$ | $\tilde{B}_{Y-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| $I$ | - | $\left\langle I, \tilde{B}_{0}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle I, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ |
| $\tilde{A}_{0}$ | $\left\langle\tilde{A}_{0}, I\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{0}, \tilde{B}_{0}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{A}_{0}, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $\tilde{A}_{X-1}$ | $\left\langle\tilde{A}_{X-1}, I\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{0}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ |

Table 1: Initiate correlation table. Here $\langle\tilde{A}, \tilde{B}\rangle_{\tilde{\psi}}$ is in short for $\langle\tilde{\psi}| \tilde{A} \otimes \tilde{B}|\tilde{\psi}\rangle$, and we take $X=\left|\mathcal{I}_{A}\right|$, $Y=\left|\mathcal{I}_{B}\right|$.

|  | $I$ | $\tilde{B}_{0}$ | $\ldots$ | $\tilde{B}_{Y-1}$ | $\tilde{O}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $I$ | - | $\left\langle I, \tilde{B}_{0}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle I, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ | $\langle I, \tilde{O}\rangle_{\tilde{\psi}}$ |
| $\tilde{A}_{0}$ | $\left\langle\tilde{A}_{0}, I\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{0}, \tilde{B}_{0}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{A}_{0}, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{0}, \tilde{O}\right\rangle_{\tilde{\psi}}$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\cdots$ | $\ldots$ | $\ldots$ |
| $\tilde{A_{X-1}}$ | $\left\langle\tilde{A}_{X-1}, I\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{0}\right\rangle_{\tilde{\psi}}$ | $\cdots$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{X-1}, \tilde{O}\right\rangle_{\tilde{\psi}}$ |

Table 2: Extended correlation table.
From hereon we shall call $\tilde{\mathcal{S}},|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left\{\tilde{A}_{x}^{(j)}\right\}$ the initial strategy, initial state, and initial generalized observables, respectively, and call $\tilde{O}^{(l)}$ the additional generalized observables.

### 3.2 Robust post-hoc self-testing criterion for projective strategies

Given the set of initial generalized observables $\left\{\tilde{A}_{x}\right\}$ together with the initial state $|\tilde{\psi}\rangle$, what kind of generalized observable $\tilde{O}$ is post-hoc self-tested based on $\left(|\tilde{\psi}\rangle, \tilde{A}_{x}\right)$ ? Intuitively, if $\left\{\langle\tilde{\psi}|\left(\tilde{A}_{x}^{(j)} \otimes \tilde{O}^{(\ell)}\right)|\tilde{\psi}\rangle\right\}_{x}$ can fully characterize $\left\{\tilde{O}^{(\ell)}\right\}$ for all $\ell$ then Bob also has no choice but to honestly perform a local dilation of $\tilde{O}^{(\ell)}$ on $|\tilde{\psi}\rangle$. This then gives a criterion of post-hoc self-testing. In proving this criterion, a version of the folklore fact 'any vector is uniquely determined by its inner products with basis vectors' is useful. Explicitly,

Lemma 3.3 Let $\tilde{v}_{0}, \ldots, \tilde{v}_{n-1}$ be linearly independent vectors in a Hilbert space. Let $v_{0}, \ldots, v_{n-1}$ be nearby vectors (in the norm induced by the inner product $\|a\|=\sqrt{\langle a, a\rangle}$ ),

$$
\forall x \in[0, n-1],\left\|v_{x}-\tilde{v}_{x}\right\|<\varepsilon .
$$

For any vector pair $v$ and $\tilde{v}$ such that $\langle v, v\rangle \leq\langle\tilde{v}, \tilde{v}\rangle$ and $\tilde{v} \in \operatorname{span}_{\mathbb{C}}\left\{v_{0}, \ldots, v_{n-1}\right\}$, if

$$
\forall x \in[0, n-1],\left|\left\langle v_{x}, v\right\rangle-\left\langle\tilde{v}_{x}, \tilde{v}\right\rangle\right|<\delta
$$

then

$$
\|v-\tilde{v}\| \leq\left(\frac{4 n}{\lambda_{\min }(G)}\right)^{\frac{1}{4}}(\varepsilon\|\tilde{v}\|+\delta)^{\frac{1}{2}}\|\tilde{v}\|^{\frac{1}{2}}
$$

where $G$ is the Gram matrix of $\tilde{v}_{0}, \ldots, \tilde{v}_{n-1}$ with entries $g_{j k}=\left\langle\tilde{v}_{j}, \tilde{v}_{k}\right\rangle$, and $\lambda_{\min }(G)$ is the minimal eigenvalue of $G$.

Proof. Since $\tilde{v} \in \operatorname{span}_{\mathbb{C}}\left\{\tilde{v}_{0}, \ldots, \tilde{v}_{n-1}\right\}$, let $\tilde{v}=\sum_{x} \alpha_{x} \tilde{v}_{x}=W \alpha$, where

$$
W=\left(\begin{array}{ccc}
\mid & & \mid \\
\tilde{v}_{0} & \cdots & \tilde{v}_{n-1} \\
\mid & & \mid
\end{array}\right)
$$

then

$$
\begin{aligned}
\|v-\tilde{v}\|^{2} & =\|v\|^{2}+\|\tilde{v}\|^{2}-2 \operatorname{Re}\langle v, \tilde{v}\rangle \\
& =\|v\|^{2}+\|\tilde{v}\|^{2}-2\|\tilde{v}\|^{2}-2 \operatorname{Re}\langle v-\tilde{v}, \tilde{v}\rangle \\
& \leq-2 \operatorname{Re}\langle v-\tilde{v}, \tilde{v}\rangle \\
& \leq 2|\langle v-\tilde{v}, \tilde{v}\rangle| \\
& =2\left|\sum_{x=0}^{n-1} \alpha_{x}\left\langle v-\tilde{v}, \tilde{v}_{x}\right\rangle\right| \\
& \leq 2 \sum_{x=0}^{n-1}\left|\alpha_{x}\right| \cdot\left|\left\langle v, \tilde{v}_{x}\right\rangle-\left\langle\tilde{v}, \tilde{v}_{x}\right\rangle\right| \\
& =2 \sum_{x=0}^{n-1}\left|\alpha_{x}\right| \cdot\left|\left\langle v, \tilde{v}_{x}\right\rangle-\left\langle v, v_{x}\right\rangle+\left\langle v, v_{x}\right\rangle-\left\langle\tilde{v}, \tilde{v}_{x}\right\rangle\right| \\
& \leq 2 \sum_{x=0}^{n-1}\left|\alpha_{x}\right| \cdot(\varepsilon\|v\|+\delta) \\
& \leq 2\|\alpha\|_{1}(\varepsilon\|\tilde{v}\|+\delta)
\end{aligned}
$$

where $\|\cdot\|_{1}$ is the vector 1 -norm. Using the vector norm inequality we have

$$
\begin{aligned}
\|\alpha\|_{1} & \leq \sqrt{n}\|\alpha\| \\
& =\sqrt{n}\left\|\left(W^{\dagger} W\right)^{-1} W^{\dagger} W \alpha\right\| \\
& \leq \sqrt{n}\left\|\left(W^{\dagger} W\right)^{-1} W^{\dagger}\right\|_{\infty}\|W \alpha\|
\end{aligned}
$$

where $\|\cdot\|_{\infty}$ is the spectral norm of operators (Schatten $\infty$-norm).
Note that $W$ admits a singular value decomposition $W=V \Sigma U^{\dagger}$, where $V$ is isometry, $U$ is unitary, and $\Sigma=\operatorname{diag}\left(\sigma_{0}, \ldots, \sigma_{n-1}\right)$ is positive definite. Then $G=W^{\dagger} W=U \Sigma^{2} U^{\dagger}$. Therefore

$$
\left\|\left(W^{\dagger} W\right)^{-1} W^{\dagger}\right\|_{\infty}=\left\|\left(U \Sigma^{2} U^{\dagger}\right)^{-1} U \Sigma V^{\dagger}\right\|_{\infty}=\left\|U \Sigma^{-1} V^{\dagger}\right\|_{\infty}=\sigma_{\max }\left(U \Sigma^{-1} V^{\dagger}\right)=\frac{1}{\sqrt{\lambda_{\min }(G)}}
$$

Finally,

$$
\begin{aligned}
\|v-\tilde{v}\|^{2} & \leq 2\|\alpha\|_{1}(\varepsilon\|\tilde{v}\|+\delta) \\
& \leq 2 \sqrt{n}\left\|\left(W^{\dagger} W\right)^{-1} W^{\dagger}\right\|_{\infty}\|W \alpha\|(\varepsilon\|\tilde{v}\|+\delta) \\
& =\frac{2 \sqrt{n}}{\sqrt{\lambda_{\min }(G)}}(\varepsilon\|\tilde{v}\|+\delta)\|\tilde{v}\| \\
\Longrightarrow\|v-\tilde{v}\| & \leq\left(\frac{4 n}{\lambda_{\min }(G)}\right)^{\frac{1}{4}}(\varepsilon\|\tilde{v}\|+\delta)^{\frac{1}{2}}\|\tilde{v}\|^{\frac{1}{2}} .
\end{aligned}
$$

The analogue of Lemma 3.3 for unitary operators is crucial in the following proposition. From hereon we assume that the reference strategy is given in a Schmidt basis for its state.

Proposition 3.4 Let $|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}} \in \mathcal{H}_{\tilde{A}} \otimes \mathcal{H}_{\tilde{B}}$ be a state, and $\left\{\tilde{A}_{x}\right\}, x \in[0, n-1]$ be unitaries in $\mathcal{L}\left(H_{\tilde{A}}\right)$. Suppose $\tilde{O} \in \mathcal{L}\left(H_{\tilde{B}}\right)$ is a unitary such that

$$
\overline{\tilde{O}} P \in \operatorname{span}_{\mathbb{C}}\left\{D \tilde{A}_{x} D\right\}
$$

where $P$ is positive definite and $D=\operatorname{vec}^{-1}(|\tilde{\psi}\rangle)=\operatorname{diag}\left(\lambda_{0}, \ldots, \lambda_{d-1}\right)$, where $\lambda_{j}$ are Schmidt coefficients of $|\tilde{\psi}\rangle$.

If states $|\psi\rangle_{A B} \in \mathcal{H}_{A} \otimes \mathcal{H}_{B}, \mid$ aux $\rangle \in \mathcal{H}_{A^{\prime}} \otimes \mathcal{H}_{B^{\prime}}$, contractions $\left\{A_{x}\right\}$ in $\mathcal{L}\left(H_{A}\right)$, a contraction $O \in \mathcal{L}\left(\mathcal{H}_{B}\right)$, and a local isometry $\Phi=\Phi_{A} \otimes \Phi_{B}: \mathcal{H}_{A} \otimes \mathcal{H}_{B} \rightarrow\left(\mathcal{H}_{\tilde{A}} \otimes \mathcal{H}_{A^{\prime}}\right) \otimes\left(\mathcal{H}_{\tilde{B}} \otimes \mathcal{H}_{B^{\prime}}\right)$ satisfy

$$
\begin{aligned}
& \forall x,\left(|\psi\rangle_{A B}, A_{x} \otimes I_{B}\right) \xrightarrow[\varepsilon]{\Phi,|\mathrm{aux}\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, \tilde{A}_{x} \otimes I_{\tilde{B}}\right), \\
& |\psi\rangle_{A B} \underbrace{\Phi,|\mathrm{aux}\rangle}_{\varepsilon}|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, \\
& \left.\left|\langle\psi| A_{x} \otimes O\right| \psi\right\rangle-\langle\tilde{\psi}| \tilde{A}_{x} \otimes \tilde{O}|\tilde{\psi}\rangle \mid<\delta,
\end{aligned}
$$

then $\left(|\psi\rangle_{A B}, I_{A} \otimes O\right) \xrightarrow[\varepsilon^{\prime}]{\Phi, \mid \text { aux }\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, I_{\tilde{A}} \otimes \tilde{O}\right)$, where

$$
\begin{equation*}
\varepsilon^{\prime}=\left(\frac{n}{\lambda_{\min }(G)}\right)^{\frac{1}{4}}\left(2 \frac{\operatorname{Tr} Q}{\lambda_{\min }(Q)} \kappa(D)\right)^{\frac{1}{2}}\left(\left(2\left(\frac{\operatorname{Tr} Q}{\lambda_{\min }(Q)}\right)^{\frac{1}{2}} \lambda_{\max }(D)+1\right) \varepsilon+\delta\right)^{\frac{1}{2}}+\varepsilon \tag{2}
\end{equation*}
$$

Here $Q=D^{-1} P D^{-1}, G$ is the Gram matrix of $\left\{\tilde{A}_{x}\right\}$ with etries $g_{j k}=\operatorname{Tr}\left[\tilde{A}_{j}^{\dagger} \tilde{A}_{k}\right]$, and $\kappa(D)$ is the condition number of $D$, i.e., the ratio of the maximal and the minimal Schmidt coefficient of $|\tilde{\psi}\rangle$.

Proof. Define

$$
\begin{aligned}
& \tilde{v}_{x}:=D^{\prime} \otimes \sqrt{P}^{-1} D \tilde{A}_{x}^{\dagger} D, \\
& v_{x}:=\left(I \otimes \sqrt{P^{-1}} D\right)\left(\Phi_{A} A_{x}^{\dagger} \Phi_{A}^{\dagger}\right)\left(D^{\prime} \otimes D\right), \\
& \tilde{v}:=\left(D^{\prime} \otimes \sqrt{P}\right)\left(I_{B^{\prime}} \otimes \tilde{O}^{\top}\right)=D^{\prime} \otimes \sqrt{P} \tilde{O}^{\top}, \\
& v:=\left(D^{\prime} \otimes \sqrt{P}\right)\left(\Phi_{B} O \Phi_{B}^{\dagger}\right)^{\top} .
\end{aligned}
$$

where $D^{\prime}=\operatorname{vec}^{-1}(|\operatorname{aux}\rangle)$. We also consider $\mid$ aux $\rangle$ given in its Schmidt basis, so $D^{\prime}$ is diagonal (while not necessarily full-ranked). Note that $\operatorname{Tr}\left[D^{\prime 2}\right]=\operatorname{Tr}\left[\rho_{A}\right]=1$. The entries of the Gram matrix $G^{\prime}$ for $\left\{\tilde{v}_{x}\right\}$ are $g_{j k}^{\prime}=\operatorname{Tr}\left[\tilde{v}_{j}^{\dagger} \tilde{v}_{k}\right]=\operatorname{Tr}\left[\left(D^{-1} P D^{-1}\right)^{-1} \tilde{A}_{k}^{\dagger} D^{2} \tilde{A}_{j}\right]=\operatorname{Tr}\left[(Q)^{-1} \tilde{A}_{k}^{\dagger} D^{2} \tilde{A}_{j}\right]$. Comparing the minimal eigenvalues of $G$ and $G^{\prime}$, we have that

$$
\lambda_{\min }\left(G^{\prime}\right) \geq \lambda_{\min }(G) \lambda_{\min }\left(D^{2}\right) \lambda_{\min }\left(Q^{-1}\right)=\frac{\lambda_{\min }(G) \lambda_{\min }^{2}(D)}{\lambda_{\max }(Q)}>\frac{\lambda_{\min }(G) \lambda_{\min }^{2}(D)}{\operatorname{Tr} Q}
$$

To apply Lemma 3.3, one check the conditions:

- $\tilde{v} \in \operatorname{span}_{\mathbb{C}}\left\{\tilde{v}_{x}\right\}:$

$$
\begin{aligned}
& \tilde{O} P \in \operatorname{span}_{\mathbb{C}}\left\{D \tilde{A}_{x} D\right\} \\
\Rightarrow & P(\tilde{O})^{\top} \in \operatorname{span}_{\mathbb{C}}\left\{D \tilde{A}_{x}^{\dagger} D\right\} \\
\Rightarrow & D^{\prime} \otimes \sqrt{P}(\tilde{O})^{\top} \in \operatorname{span}_{\mathbb{C}}\left\{D^{\prime} \otimes \sqrt{P}^{-1} D \tilde{A}_{x}^{\dagger} D\right\} \\
\Rightarrow & \tilde{v} \in \operatorname{span}_{\mathbb{C}}\left\{\tilde{v}_{x}\right\} .
\end{aligned}
$$

- $\|v\| \leq\|\tilde{v}\|$ :

$$
\begin{aligned}
\|\tilde{v}\| & =\sqrt{\operatorname{Tr}\left[D^{\prime 2} \otimes \sqrt{P}(\tilde{O})^{\top}\left((\tilde{O})^{\top}\right)^{\dagger} \sqrt{P}\right]}=\sqrt{\operatorname{Tr}[P]}, \\
\|v\| & =\sqrt{\operatorname{Tr}\left[\left(\Phi_{B} O \Phi_{B}^{\dagger}\right)^{\top}\left(D^{\prime} \otimes \sqrt{P}\right)\left(D^{\prime} \otimes \sqrt{P}\right)\left(\left(\Phi_{B} O \Phi_{B}^{\dagger}\right)^{\top}\right)^{\dagger}\right]} \\
& =\sqrt{\operatorname{Tr}\left[\left(\Phi_{B} O \Phi_{B}^{\dagger}\right)^{\dagger}\left(D^{\prime 2} \otimes \bar{P}\right)\left(\Phi_{B} O \Phi_{B}^{\dagger}\right)\right]} \\
& =\sqrt{\operatorname{Tr}\left[\left(D^{\prime 2} \otimes \bar{P}\right) \Phi_{B} O \Phi_{B}^{\dagger} \Phi_{B}(O)^{\dagger} \Phi_{B}^{\dagger}\right]} \\
& \leq \sqrt{\operatorname{Tr}\left[\left(D^{\prime 2} \otimes \bar{P}\right) \Phi_{B} \Phi_{B}^{\dagger}\right]} \\
& \leq \sqrt{\operatorname{Tr}\left[\left(D^{\prime 2} \otimes \bar{P}\right)\right]} \\
& =\sqrt{\operatorname{Tr}[P]}=\|\tilde{v}\|,
\end{aligned}
$$

where the first inequality comes from $O$ being a contraction, and the second inequality comes from $\Phi_{B} \Phi_{B}^{\dagger} \leq I_{\tilde{B} B^{\prime}}$ and $D^{\prime 2} \otimes \bar{P} \geq 0$.

- for all $x, v_{x}$ and $\tilde{v}_{x}$ are close:

$$
\begin{aligned}
\left\|v_{x}-\tilde{v}_{x}\right\| & \leq\left\|\left(\Phi_{A} A_{x}^{\dagger} \Phi_{A}^{\dagger}\right)\left(D^{\prime} \otimes D\right)-D^{\prime} \otimes \tilde{A}_{x}^{\dagger} D\right\|\left\|\sqrt{P^{-1}} D\right\|_{\infty} \\
& =\left\|\left(D^{\prime} \otimes D\right)\left(\Phi_{A} A_{x}^{\dagger} \Phi_{A}^{\dagger}\right)-D^{\prime} \otimes D \tilde{A}_{x}^{\dagger}\right\|\left\|\sqrt{P^{-1}} D\right\|_{\infty} \\
& =\left\|\left(\Phi_{A} A_{x} \Phi_{A}^{\dagger}\right)\left(D^{\prime} \otimes D\right)-D^{\prime} \otimes \tilde{A}_{x} D\right\|\left\|\sqrt{P^{-1}} D\right\|_{\infty} \\
& =\|\left(\Phi_{A} A_{x} \Phi_{A}^{\dagger} \otimes I\right)(|\operatorname{aux}\rangle \otimes|\tilde{\psi}\rangle)-|\operatorname{aux}\rangle \otimes\left(\tilde{A}_{x} \otimes I|\tilde{\psi}\rangle\right)\| \| \sqrt{P^{-1}} D \|_{\infty} \\
& \leq\left(\|\left(\Phi_{A} A_{x} \Phi_{A}^{\dagger} \otimes I\right) \Phi[|\psi\rangle]-|\operatorname{aux}\rangle \otimes\left(\tilde{A}_{x} \otimes I|\tilde{\psi}\rangle\right) \|+\varepsilon\right)\| \| \sqrt{P^{-1}} D \|_{\infty} \\
& =\left(\| \Phi\left[A_{x} \otimes I|\psi\rangle\right]-|\operatorname{aux}\rangle \otimes\left(\tilde{A}_{x} \otimes I|\tilde{\psi}\rangle\right) \|+\varepsilon\right)\left\|\sqrt{P^{-1}} D\right\|_{\infty} \\
& =\frac{2 \varepsilon}{\lambda_{\min }\left(D^{-1} P D^{-1}\right)^{\frac{1}{2}}}=\frac{2 \varepsilon}{\lambda_{\min }(Q)^{\frac{1}{2}}} .
\end{aligned}
$$

- the inner products are close:

$$
\begin{aligned}
& \left|\left\langle v_{x}, v\right\rangle-\left\langle\tilde{v}_{x}, \tilde{v}\right\rangle\right| \\
= & \left|\left\langle\left(I \otimes \sqrt{P^{-1}} D\right)\left(\Phi_{A} A_{x}^{\dagger} \Phi_{A}^{\dagger}\right)\left(D^{\prime} \otimes D\right),\left(D^{\prime} \otimes \sqrt{P}\right)\left(\Phi_{B} O \Phi_{B}^{\dagger}\right)\right\rangle-\left\langle\tilde{v}_{x}, \tilde{v}\right\rangle\right| \\
= & \left|\left\langle D^{\prime} \otimes D,\left(\Phi_{A} A_{x} \Phi_{A}^{\dagger}\right)\left(I \otimes D \sqrt{P^{-1}}\right)\left(D^{\prime} \otimes \sqrt{P}\right)\left(\Phi_{B} O \Phi_{B}^{\dagger}\right)\right\rangle-\left\langle\tilde{v}_{x}, \tilde{v}\right\rangle\right| \\
= & \left|\left\langle D^{\prime} \otimes D,\left(\Phi_{A} A_{x} \Phi_{A}^{\dagger}\right)\left(D^{\prime} \otimes D\right)\left(\Phi_{B} O \Phi_{B}^{\dagger}\right)\right\rangle-\left\langle\tilde{v}_{x}, \tilde{v}\right\rangle\right| \\
= & \left.|\langle\mid \operatorname{aux}\rangle \otimes| \tilde{\psi}\rangle,\left(\Phi_{A} A_{x} \Phi_{A}^{\dagger} \otimes \Phi_{B} O \Phi_{B}^{\dagger}\right)(|\operatorname{aux}\rangle \otimes|\tilde{\psi}\rangle)\right\rangle-\left\langle\tilde{v}_{x}, \tilde{v}\right\rangle \mid \\
\leq & \mid\left\langle\Phi[|\psi\rangle],\left(\Phi_{A} A_{x} \Phi_{A}^{\dagger} \otimes \Phi_{B} O \Phi_{B}^{\dagger}\right) \Phi[|\psi\rangle]\right\rangle-\left\langle\tilde{v}_{x}, \tilde{v}\right\rangle \mid+2 \varepsilon \\
= & \left.\left.\left|\langle\mid \psi\rangle, A_{x} \otimes O\right| \psi\right\rangle\right\rangle-\left\langle\tilde{v}_{x}, \tilde{v}\right\rangle \mid+2 \varepsilon \\
= & \left.\left|\langle\psi| A_{x} \otimes O\right| \psi\right\rangle-\langle\tilde{\psi}| \tilde{A}_{x} \otimes \tilde{O}|\tilde{\psi}\rangle \mid+\varepsilon<\delta+2 \varepsilon .
\end{aligned}
$$

So all the conditions of Lemma 3.3 hold. By Lemma 3.3, we have

$$
\begin{aligned}
\|v-\tilde{v}\| & \leq\left(\frac{4 n}{\lambda_{\min }\left(G^{\prime}\right)}\right)^{\frac{1}{4}}\left(\frac{2}{\lambda_{\min }(Q)^{\frac{1}{2}}} \varepsilon(\operatorname{Tr} P)^{\frac{1}{2}}+\delta+2 \varepsilon\right)^{\frac{1}{2}}(\operatorname{Tr} P)^{\frac{1}{4}} \\
& =\left(\frac{4 n \operatorname{Tr}(P) \operatorname{Tr}(Q)}{\lambda_{\min }(G) \lambda_{\min }(D)^{2}}\right)^{\frac{1}{4}}\left(\left(2\left(\frac{\operatorname{Tr} P}{\lambda_{\min }(Q)}\right)^{\frac{1}{2}}+2\right) \varepsilon+\delta\right)^{\frac{1}{2}} \\
& =\left(\frac{4 n(\operatorname{Tr} Q)^{2} \lambda_{\max }(D)^{2}}{\lambda_{\min }(G) \lambda_{\min }(D)^{2}}\right)^{\frac{1}{4}}\left(\left(2\left(\frac{\operatorname{Tr} Q}{\lambda_{\min }(Q)}\right)^{\frac{1}{2}} \lambda_{\max }(D)+2\right) \varepsilon+\delta\right)^{\frac{1}{2}} \\
& =\left(\frac{n}{\lambda_{\min }(G)}\right)^{\frac{1}{4}}(2(\operatorname{Tr} Q) \kappa(D))^{\frac{1}{2}}\left(\left(2\left(\frac{\operatorname{Tr} Q}{\lambda_{\min }(Q)}\right)^{\frac{1}{2}} \lambda_{\max }(D)+2\right) \varepsilon+\delta\right)^{\frac{1}{2}},
\end{aligned}
$$

which implies

$$
\begin{aligned}
& \| \Phi[I \otimes O|\psi\rangle]-|\operatorname{aux}\rangle \otimes\left(I_{\tilde{A}} \otimes \tilde{O}|\tilde{\psi}\rangle\right) \| \\
\leq & \| I_{\tilde{A} A^{\prime}} \otimes \Phi_{B} O \Phi_{B}^{\dagger}(|\operatorname{aux}\rangle \otimes|\tilde{\psi}\rangle)-|\operatorname{aux}\rangle \otimes\left(I_{\tilde{A}} \otimes \tilde{O}|\tilde{\psi}\rangle\right) \|+\varepsilon \\
= & \left\|\left(D^{\prime} \otimes D\right)\left(\Phi_{B} O \Phi_{B}^{\dagger}\right)^{\top}-\left(D^{\prime} \otimes D\right)\left(I_{B^{\prime}} \otimes \tilde{O}^{\top}\right)\right\|+\varepsilon \\
\leq & \|v-\tilde{v}\|\left\|\sqrt{P^{-1}} D\right\|_{\infty}+\varepsilon \\
\leq & \left(\frac{n}{\lambda_{\min }(G)}\right)^{\frac{1}{4}}\left(2 \frac{\operatorname{Tr} Q}{\lambda_{\min }(Q)} \kappa(D)\right)^{\frac{1}{2}}\left(\left(2\left(\frac{\operatorname{Tr} Q}{\lambda_{\min }(Q)}\right)^{\frac{1}{2}} \lambda_{\max }(D)+2\right) \varepsilon+\delta\right)^{\frac{1}{2}}+\varepsilon .
\end{aligned}
$$

A few remarks of Proposition 3.4:

1. If we fix $P=I$, then the criterion of Proposition 3.4 reduces to $\overline{\tilde{O}} \in \underset{\tilde{\mathcal{A}}}{\tilde{\mathcal{O}}} \underset{\sim}{\operatorname{span}}\left\{\underset{\sim}{D} \tilde{A}_{x} D\right\}$, which is foreseeable from the fact that $\langle\tilde{\psi}| \tilde{A}_{x} \otimes \tilde{O}|\tilde{\psi}\rangle=\operatorname{Tr}\left[D \tilde{A}_{x} D \tilde{O}^{\top}\right]=\left\langle D \tilde{A}_{x}^{\dagger} D, \tilde{O}^{\top}\right\rangle$. Our result however, allows for more general $\tilde{O}$ than just the linear combinations of $\left\{D \tilde{A}_{x} D\right\}$.
2. For small $\varepsilon, \delta$ we have $\varepsilon^{\prime}=O(\sqrt{C \varepsilon+\delta})$. If the initial strategy has explicit $\varepsilon-\delta$ dependence, by Proposition 3.4 the extended strategy will also have explicit robustness.
3. In the mirror case where we have additional unitary $\tilde{O}$ on Alice's side and Bob's unitaries are $\tilde{B}_{y}$, the criterion is similar:

$$
\overline{\tilde{O}} P_{j} \in \operatorname{span}_{\mathbb{C}}\left\{D \tilde{B}_{y} D\right\}
$$

4. In Eq. (2), $\kappa(D)$ and $\lambda_{\max }(D)$ imply that more entanglement enables more robustness, which is intuitive: imagine that $|\tilde{\psi}\rangle$ is weakly entangled (which leads to a large $\kappa(D)$ ), then Alice and Bob are so weakly correlated that we cannot control $O$ from $\left\{A_{x}^{(j)}\right\}$.

Now we are ready to provide a sufficient condition for $\tilde{O}$ being post-hoc self-tested based on $\left(|\tilde{\psi}\rangle, \tilde{A}_{x}\right\}$. If the condition in Proposition 3.4 is satisfied for all powers of a generalized observable $\tilde{O}$ as required by Definition 2.1, we immediately have the following criterion:

Theorem 3.5 An additional L-output projective measurement, characterized by observable $\{\tilde{O}\}$, is robustly post-hoc self-tested based on a robustly self-tested initial observables $\left\{\tilde{A}_{x}\right\}$ and initial state $|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}$, if there exist positive definite operators $P_{l}>0$ such that

$$
\tilde{\tilde{O}}^{l} P_{l} \in \operatorname{span}_{\mathbb{C}}\left\{D \tilde{A}_{x}^{j} D: x, j\right\}
$$

for every $l \in[0, L-1]$. Here $D=\operatorname{vec}^{-1}(|\tilde{\psi}\rangle)=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{d}\right)$, where $\lambda_{j}$ are Schmidt coefficients of $|\tilde{\psi}\rangle$. Moreover, the $\left(\varepsilon^{\prime},(\varepsilon, \delta)\right)$ dependence of the robustness will be $\varepsilon^{\prime}=O(\sqrt{C \varepsilon+\delta})$.

Proof. For every $l \in[0, L-1]$, note that $\tilde{A}_{x}^{j}, \tilde{O}^{l}$ are unitaries, $A_{x}^{(j)}, O^{(l)}$ are contractions, so we can apply Proposition 3.4 to get $\varepsilon_{l}^{\prime}=O(\sqrt{C \varepsilon+\delta})$ by Eq. (2). Taking $\varepsilon^{\prime}=\max _{l}\left\{\varepsilon_{l}^{\prime}\right\}=O(\sqrt{C \varepsilon+\delta})$ then gives the desired conclusion.

Given concrete $|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}\right), \tilde{O}$, the condition $\tilde{O}^{l} P_{l} \in \operatorname{span}_{\mathbb{C}}\left\{D \tilde{A}_{x}^{j} D\right\}$ can be determined via a feasibility semidefinite program (SDP). Moreover, since $P_{l}$ has the freedom in scaling and $Q_{l}=D^{-1} P_{l} D^{-1}$ is positive definite, we can without loss of generality take $\lambda_{\min }\left(Q_{l}\right)=1$, and minimize $\operatorname{Tr} Q_{l}$ by the following SDP to get a better robustness:

$$
\begin{array}{ll}
\min & \operatorname{Tr} Q_{l} \\
\text { s. t. } & \tilde{\tilde{O}}^{l} D Q_{l} D=\sum_{j, x} c_{j, x, l} D \tilde{A}_{x}^{j} D, \\
& Q_{l} \geq I \\
& c_{j, x, l} \in \mathbb{C}
\end{array}
$$

for every $k$ individually. Also note that Theorem 3.5 does not assume measurements to be real, so it works for observables of complex reference measurements as well.

### 3.3 A closed-form criterion for binary observables

While the condition in Theorem 3.5 can be checked through a semidefinite program, the existential nature of it can make it cumbersome to work with in some applications. In order to address this issue, we present a closed-form variant of Theorem 3.5 for the special case where $\tilde{A}_{x}$ and $\tilde{O}$ are binary measurements. This particular form not only facilitates the proof of our main theorem, but also proves useful in the context of iterative self-testing.

Let all the measurements in $\tilde{\mathcal{S}}$ be binary, i.e., $\left|\mathcal{O}_{A}\right|=\left|\mathcal{O}_{B}\right|=2$. Since $\tilde{A}_{x}$ and $\tilde{O}$ are now orthogonal matrices (as the projections are real), the condition from Theorem 3.5 simplifies to

$$
\tilde{O} P \in \operatorname{span}_{\mathbb{C}}\left\{D^{2}, D \tilde{A}_{x} D\right\}
$$

(Note that $\tilde{O}^{0} P_{0}=P_{0}$ is always in the span by taking $P_{0}=D^{2}$.) Further, we can restrict ourselves in the real span of $\left\{D^{2}, D \tilde{A}_{x} D\right\}$ : if $\tilde{O} P \in \operatorname{span}_{\mathbb{C}}\left\{D^{2}, D \tilde{A}_{x} D\right\}$, then $\tilde{O} \operatorname{Re}(P) \in \operatorname{span}_{\mathbb{R}}\left\{D^{2}, D \tilde{A}_{x} D\right\}$ where $\operatorname{Re}(P)$ is positive definite ${ }^{1}$. Thus it suffices to consider

$$
\begin{equation*}
\tilde{O} P \in \operatorname{span}_{\mathbb{R}}\left\{D^{2}, D \tilde{A}_{x} D\right\}, \tag{3}
\end{equation*}
$$

where $P$ is real and positive definite.
Since every operator contained in $\operatorname{span}_{\mathbb{R}}\left\{D^{2}, D \tilde{A}_{x} D\right\}$ is real Hermitian (or symmetric), consider the following sgn map that takes real Hermitian matrices to real Hermitian matrices with eigenvalues $0, \pm 1$, defined by

$$
\begin{aligned}
\operatorname{sgn}: H(\mathbb{R})_{d} & \rightarrow H(\mathbb{R})_{d} \\
H=\sum_{j} \lambda_{j}\left|v_{j}\right\rangle\left\langle v_{j}\right| & \mapsto \operatorname{sgn}(H)=\sum_{j} \operatorname{sgn}\left(\lambda_{j}\right)\left|v_{j}\right\rangle\left\langle v_{j}\right|
\end{aligned}
$$

where $\left(\left|v_{j}\right\rangle\right\}_{j}$ is an orthonormal basis of eigenvectors for $H$. That is, sgn is the extension of the sign function via functional calculus. Then we show that the criterion Eq. (3) is equivalent to that $\tilde{O}$ is in the image of $\operatorname{span}\left\{D^{2}, D \tilde{A}_{x} D\right\}$ via sgn:

Lemma 3.6 Given d-dimensional orthogonal matrices $\tilde{O}$ and $\left\{\tilde{A}_{x}\right\}$, and $D=\operatorname{diag}\left(\left\{\lambda_{j}\right\}\right)$ where $\lambda_{j}>0$ for $j \in[0, d-1]$. Then there exist a real positive definite $P$ such that

$$
\tilde{O} P \in \operatorname{span}_{\mathbb{R}}\left\{D^{2}, D \tilde{A}_{x} D\right),
$$

if and only if

$$
\tilde{O} \in \operatorname{sgn}\left(\operatorname{span}_{\mathbb{R}}\left\{D^{2}, D \tilde{A}_{x} D\right\}\right) .
$$

Proof. The 'if' part: Let $\tilde{O}=\operatorname{sgn}(H)$ where $H \in \operatorname{span}_{\mathbb{R}}\left\{D^{2}, D \tilde{A}_{x} D\right\}$. Since $\tilde{O}$ is non-singular, $H$ is also non-singular. Then $\tilde{O} H=\operatorname{sgn}(H) H$ is positive definite. Take $P=\tilde{O} H$ then $\tilde{O} P=H \in$ $\operatorname{span}_{\mathbb{R}}\left\{D^{2}, D \tilde{A}_{x} D\right\}$.

The 'only if' part: Let $\tilde{O} P=H \in \operatorname{span}_{\mathbb{R}}\left\{D^{2}, D \tilde{A}_{x} D\right\}$, then $H=H^{\top}=(\tilde{O} P)^{\top}=P \tilde{O}$. So $\tilde{O}, H$, and $P$ commute, therefore are simultaneously diagonalizable. Let $\left\{b_{j}\right\},\left\{p_{j}\right\},\left\{h_{j}\right\}$ be the eigenvalues of $O, P, H$, respectively; then $o_{j} p_{j}=h_{j} \neq 0$. Also note that $o_{j}= \pm 1$ and $p_{j}>0$, so $p_{j}=\left|h_{j}\right|$ and $o_{j}=h_{j} /\left|h_{j}\right|=\operatorname{sgn}\left(h_{j}\right)$. Therefore $\tilde{O}=\operatorname{sgn}(H)$.

And the equivalent criterion for post-hoc selt-testing binary observables follows immediately:
Proposition 3.7 An additional binary (2-output) d-dimensional observable $\tilde{O}$ is robustly post-hoc selftested based on robustly self-tested initial binary observables $\left\{\tilde{A}_{x}\right\}$ and initial state $|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}$, if

$$
\tilde{O} \in \operatorname{sgn}\left(\operatorname{span}_{\mathbb{R}}\left\{D^{2}, D \tilde{A}_{x} D: x\right\}\right)
$$

where $D=\operatorname{vec}^{-1}(|\tilde{\psi}\rangle)$, and $\operatorname{sgn}$ maps real Hermitian matrices to real Hermitian matrices, defined by

$$
\begin{aligned}
& \operatorname{sgn}: H(\mathbb{R})_{d} \rightarrow H(\mathbb{R})_{d} \\
& H=\sum_{j} \lambda_{j}\left|v_{j}\right\rangle\left\langle v_{j}\right| \mapsto \operatorname{sgn}(H)=\sum_{j} \operatorname{sgn}\left(\lambda_{j}\right)\left|v_{j}\right\rangle\left\langle v_{j}\right| .
\end{aligned}
$$

Moreover, the $\varepsilon^{\prime}-(\varepsilon, \delta)$ dependence of the robustness will be $\varepsilon^{\prime}=O(\sqrt{C \varepsilon+\delta})$.

## 4 Iterative self-testing I: self-testing of arbitrary real projective measurements

Now we introduce the technique of iterative self-testing, by which we show how to self-test arbitrary real projective measurements. From now we restrict to reference strategies with binary observables and

[^0]a maximally entangled initial state $|\tilde{\psi}\rangle=\left|\Phi_{d}\right\rangle=\sum_{j}|j j\rangle / \sqrt{d}$. In this case, the criterion in Proposition 3.7 reduces to $\tilde{O} \in \operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{A}_{x}\right\}\right)$, because $D=1 / \sqrt{d} I$ is proportional to the identity matrix.

Given initial strategy $\tilde{\mathcal{S}}=\left(\Phi_{d},\left\{\tilde{A}_{x}\right\},\left\{\tilde{B}_{y}\right\}\right)$, if we post-hoc self-test $\tilde{O} \in \operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{A}_{x}\right\}\right)$ on Bob's side, then we can use $\left\{\tilde{B}_{y}, \tilde{O}\right\}$ to post-hoc self-test another measurement $\tilde{O}^{\prime} \in \operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{B}_{y}, \tilde{O}\right\}\right)$ for Alice. By doing this in several rounds, starting from a small set of observables $\left\{\tilde{A}_{x}\right\}$ we may eventually self-test many additional observables. We call this process iterative self-testing.

We visualize the extension of the correlation table to help better understand iterative self-testing. Let the initial binary observables to be $\left\{\tilde{A}_{x}\right),\left\{\tilde{B}_{y}\right\}$, and the initial state $|\tilde{\psi}\rangle=\left|\Phi_{d}\right\rangle$ is maximally entangled. Then the correlation generated Table 3 self-tests the initial strategy $\tilde{\mathcal{S}}$. Recall that the condition from Proposition 3.7 reduces to $\tilde{O} \in \operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{A}_{x}\right\}\right)$. Now consider an additional binary observable $\tilde{O}$ such that $\tilde{O} \notin \operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{A}_{x}\right\}\right)$ but $\tilde{O} \in \operatorname{sgn}\left(\operatorname{span}\left\{\operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{A}_{x}\right\}\right)\right\}\right)$. Since $\tilde{O} \notin$ $\operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{A}_{x}\right\}\right)$ we do not know whether it is post-hoc self-tested by correlation $\left\{\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{O}{ }^{(k)}|\tilde{\psi}\rangle\right\}$ based on $\left\{\tilde{A}_{x}\right\}$. Nevertheless, given $\tilde{O} \in \operatorname{sgn}\left(\operatorname{span}\left\{\operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{A}_{x}\right\}\right)\right\}\right)$ we can do the following: take the fewest binary observables $\tilde{B}_{\left|\mathcal{I}_{B}\right|}, \ldots, \tilde{B}_{Y^{\prime}-1} \in \operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{A}_{x}\right\}\right)$ such that $\operatorname{span}\left\{I, \tilde{B}_{0}, \ldots, \tilde{B}_{Y^{\prime}-1}\right\}=$ $\operatorname{span}\left\{\operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{A}_{\tilde{S}}\right\}\right)\right\}$. Then the correlation Table 3 will self-test the corresponding strategy, because the white part tests $\tilde{\mathcal{S}}$, and the green part tests the additional binary observables $\tilde{B}_{\left|\mathcal{I}_{B}\right|}, \ldots, \tilde{B}_{Y^{\prime}-1} \in$ $\operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{A}_{x}\right\}\right)$. Now, add $\tilde{O}$ as a new row in the Table 4. Because $\tilde{O} \in \operatorname{sgn}\left(\operatorname{span}\left\{\operatorname{sgn}\left(\operatorname{span}\left\{I, \tilde{A}_{x}\right\}\right)\right\}\right)$, the yellow part of correlation the Table 4 (iteratively) post-hoc self-tests $\tilde{O}$. Thus the correlation Table 4 self-tests the extended strategy including $\tilde{O}$. Evidently, via this construction, the size of the correlation table has the trivial upper bound $\frac{d(d+1)}{2} \times \frac{d(d+1)}{2}$ regardless of the number of iterations.

|  | $I$ | $\tilde{B}_{0}$ | $\ldots$ | $\tilde{B}_{Y-1}$ | $\tilde{B}_{Y}$ | $\ldots$ | $\tilde{B}_{Y^{\prime}-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $I$ | - | $\left\langle I, \tilde{B}_{0}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle I, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ | $\left\langle I, \tilde{B}_{Y}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle I, \tilde{B}_{Y^{\prime}-1}\right\rangle_{\tilde{\psi}}$ |
| $\tilde{A}_{0}$ | $\left\langle\tilde{A}_{0}, I\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{0}, \tilde{B}_{0}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{A}_{0}, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{0}, \tilde{B}_{Y}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{A}_{0}, \tilde{B}_{Y^{\prime}-1}\right\rangle_{\tilde{\psi}}$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $\tilde{A}_{X-1}$ | $\left\langle\tilde{A}_{X-1}, I\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{0}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{Y}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{Y^{\prime}-1}\right\rangle_{\tilde{\psi}}$ |

Table 3: Extended correlation table in the first iteration. We take $X=\left|\mathcal{I}_{A}\right|, Y=\left|\mathcal{I}_{B}\right|$, and $Y^{\prime}=\left|\mathcal{I}_{B}^{\prime}\right|$ for convenience.

|  | $I$ | $\tilde{B}_{1}$ | $\ldots$ | $\tilde{B}_{Y-1}$ | $\tilde{B}_{Y}$ | $\cdots$ | $\tilde{B}_{Y^{\prime}-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $I$ | - | $\left\langle I, \tilde{B}_{1}\right\rangle_{\tilde{\psi}}$ | $\cdots$ | $\left\langle I, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ | $\left\langle I, \tilde{B}_{Y}\right\rangle_{\tilde{\psi}}$ | $\cdots$ | $\left\langle I, \tilde{B}_{Y^{\prime}-1}\right\rangle_{\tilde{\psi}}$ |
| $\tilde{A}_{1}$ | $\left\langle\tilde{A}_{1}, I\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{1}, \tilde{B}_{1}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{A}_{1}, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{1}, \tilde{B}_{Y}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{A}_{1}, \tilde{B}_{Y^{\prime}-1}\right\rangle_{\tilde{\psi}}$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $\tilde{A}_{X-1}$ | $\left\langle\tilde{A}_{X-1}, I\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{1}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{Y}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{A}_{X-1}, \tilde{B}_{Y^{\prime}-1}\right\rangle_{\tilde{\psi}}$ |
| $\tilde{O}$ | $\langle\tilde{O}, I\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{O}, \tilde{B}_{1}\right\rangle_{\tilde{\psi}}$ | $\ldots$ | $\left\langle\tilde{O}, \tilde{B}_{Y-1}\right\rangle_{\tilde{\psi}}$ | $\left\langle\tilde{O}, \tilde{B}_{Y}\right\rangle_{\tilde{\psi}}$ | $\cdots$ | $\left\langle\tilde{O}, \tilde{B}_{Y^{\prime}-1}\right\rangle_{\tilde{\psi}}$ |

Table 4: Extended correlation table in the second iteration.

### 4.1 Self-testing arbitrary real observable

In [MPS21], the authors considered a set of projections summing up to a proportion of $I$, and showed that the strategy consisting of those projections and the maximally entangled state can be self-tested by the correlation it generates. Here we employ one of those strategies with a specific construction. It turns out that, with the initial strategy we chose, in two iterations we will be able to self-test arbitrary binary projective measurement using the iterative scheme.

Consider $d+1$ unit vectors $v_{0}, \ldots, v_{d} \in \mathbb{R}^{d}$ which form the vertices of a regular $(d+1)$-simplex centered at the origin. Note that

$$
\begin{equation*}
v_{x}^{\dagger} v_{x^{\prime}}=-\frac{1}{d} \tag{4}
\end{equation*}
$$

for $x \neq x^{\prime}$. Define forms $d+1$ binary observables

$$
\tilde{T}_{x}:=2 v_{x} v_{x}^{\dagger}-I
$$

The code in Mathematica for generating the observables is provided in Appendix B. According to [MPS21] the following strategy containing $\tilde{T}_{x}$ and the maximally entangled state is robustly self-tested:

Corollary 4.1 By Theorem 6.10 in [MPS21], the strategy $\tilde{\mathcal{S}}^{(0)}=\left(\left|\Phi_{d}\right\rangle,\left\{\tilde{T}_{x}\right\}_{x=0}^{d},\left\{\tilde{T}_{y}\right\}_{y=0}^{d}\right)$ is robustly self-tested by the correlation it generates.

Now take the strategy $\tilde{\mathcal{S}}^{(0)}$ in Corollary 4.1 as the initial strategy, and consider additional binary observables in the form of $\tilde{T}_{j k}:=\operatorname{sgn}\left(\tilde{T}_{j}+\tilde{T}_{k}\right)$ for $j \neq k$. By Proposition 3.7 they are robustly post-hoc self-tested. Specifically, we have the following extended strategy that is robust self-tested:

Lemma 4.2 Strategy $\tilde{\mathcal{S}}^{(1)}=\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}\right\}_{x=0}^{d},\left\{\tilde{B}_{y}\right\}_{y=0}^{\frac{d(d+1)}{2}-1}\right)$ is robustly self-tested, where

$$
\begin{aligned}
& |\tilde{\psi}\rangle=\left|\Phi_{d}\right\rangle \\
& \left\{\tilde{A}_{x}\right\}_{x=0}^{d}=\left\{\tilde{T}_{x}\right\}_{x=0}^{d}, \\
& \left\{\tilde{B}_{y}\right\}_{y=0}^{d}=\left\{\tilde{T}_{y}\right\}_{y=0}^{d},\left\{\tilde{B}_{y}\right\}_{y=d+1}^{\frac{d(d+1)}{2}-1}=\left\{\tilde{T}_{j k}: 1 \leq j<k \leq d\right\} \backslash\left\{\tilde{T}_{12}\right\}
\end{aligned}
$$

Proof. Since $\tilde{\mathcal{S}}^{(0)}=\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}\right\}_{x=0}^{d},\left\{\tilde{B}_{y}\right\}_{y=0}^{d}\right)$ is robustly self-tested, and $\tilde{T}_{j k} \in \operatorname{sgn}\left(\operatorname{span}\left\{\tilde{T}_{x}\right\}\right)$, by Propositions 3.7 and 3.2 we immediately have that the strategy $\tilde{\mathcal{S}}^{(1)}$ is robustly self-tested by the correlation it generates.

The extended strategy $\tilde{\mathcal{S}}^{(1)}=\left(\left|\Phi_{d}\right\rangle,\left\{\tilde{A}_{x}\right\}_{x=0}^{d},\left\{\tilde{B}_{y}\right\}_{y_{y=0}^{\frac{d(d+1)}{2}}-1}^{y}\right)$ introduces $d(d+1) / 2-d-1$ additional binary observables to Bob that is post-hoc self-tested based on the initial strategy, which are in the form of $\operatorname{sgn}\left(\tilde{T}_{j}+\tilde{T}_{k}\right)$ (but not every $j \neq k$ is included). It turns out that the additional binary observables together with the $d+1$ initial ones span the space of all $d \times d$ symmetric matrices. To show this, we require the following lemma:

Lemma 4.3 For $d>2$, $\operatorname{span}_{\mathbb{R}}\left\{\tilde{T}_{j k}: j, k \in[0, d], j \neq k\right\}=H_{d}(\mathbb{R})$ the space of all d-dimensional symmetric matrices.

Proof. $\quad$ Since $\operatorname{dim} H_{d}(\mathbb{R})=d(d+1) / 2=\#\left\{\tilde{T}_{j k}: j, k \in[0, d], j \neq k\right\}$, it suffice to show that $\left\{\operatorname{sgn}\left(\tilde{T}_{j}+\tilde{T}_{k}\right): 0 \leq j<k \leq d\right\}$ is linearly independent.

Note that $\tilde{T}_{j}+\tilde{\tilde{T}}_{k}=2\left(v_{j} v_{j}^{\dagger}+v_{k} v_{k}^{\dagger}-I\right)$. Consider the two-dimensional subspace $\mathcal{H}_{1}=\operatorname{span}\left(v_{j}, v_{k}\right)$. Then $\left.\left(\tilde{T}_{j}+\tilde{T}_{k}\right)\right|_{\mathcal{H}_{1}^{\perp}}=-2 I$, and

$$
\left(\tilde{T}_{j}+\tilde{T}_{k}\right)\left(v_{j}-v_{k}\right)=\frac{2}{d}\left(v_{j}-v_{k}\right), \quad\left(\tilde{T}_{j}+\tilde{T}_{k}\right)\left(v_{j}+v_{k}\right)=-\frac{2}{d}\left(v_{j}+v_{k}\right)
$$

so $\left.\left(\tilde{T}_{j}+\tilde{T}_{k}\right)\right|_{\mathcal{H}_{1}}$ has eigenvalues $\pm 2 / d$, and the (normalised) eigenvector corresponding to $2 / d$ is $w_{j k}:=$ $\sqrt{\frac{d}{2(d+1)}}\left(v_{j}-v_{k}\right)$. Hence, $\operatorname{sgn}\left(\tilde{T}_{j}+\tilde{T}_{k}\right)$ have eigenvalues 1 with multiplicity 1 , and -1 with multiplicity $d-1$. Its eigenvector corresponding to 1 is $w_{j k}=\sqrt{\frac{d}{2(d+1)}}\left(v_{j}-v_{k}\right)$. Therefore $\tilde{T}_{j k}=2 w_{j k} w_{j k}^{\dagger}-I$.

Suppose $\sum_{j<k} c_{j k} \tilde{T}_{j k}=0$ for some real coefficients $c_{j k}$. Then

$$
\begin{equation*}
2 \frac{d}{2(d+1)} \sum_{j<k} c_{j k}\left(v_{j}-v_{k}\right)\left(v_{j}^{\dagger}-v_{k}^{\dagger}\right)=\sum_{j<k} c_{j k} I \tag{5}
\end{equation*}
$$

By Eq. (4) we have

$$
\left(v_{j}^{\dagger}-v_{k}^{\dagger}\right) v_{l}=\left\{\begin{array}{lr}
0 & j, k \neq l \\
-\frac{1}{d}-1 & j \neq k=l \\
1+\frac{1}{d} & l=j \neq k
\end{array}\right.
$$

Therefore multiplying Eq. (5) by $v_{\ell}$ on the left results in

$$
\frac{d}{d+1}\left(\sum_{j<l} c_{j l}\left(-\frac{1}{d}-1\right)\left(v_{j}-v_{l}\right)+\sum_{l<k} c_{l k}\left(1+\frac{1}{d}\right)\left(v_{l}-v_{k}\right)\right)=\sum_{j<k} c_{j k} v_{l}
$$

and so

$$
\begin{aligned}
& \left(\sum_{j<l} c_{j l}\left(v_{l}-v_{j}\right)+\sum_{l<k} c_{l k}\left(v_{l}-v_{k}\right)\right)=\sum_{j<k} c_{j k} v_{l} \\
\Rightarrow & \left(\sum_{j<l} c_{j l}+\sum_{l<k} c_{l k}-\sum_{j<k} c_{j k}\right) v_{l}-\sum_{j<l} c_{j l} v_{j}-\sum_{l<k} c_{l k} v_{k}=0 .
\end{aligned}
$$

Since $\sum_{j} v_{j}=0$, we further have

$$
\left(\sum_{j<l} c_{j l}+\sum_{l<j} c_{l j}-\sum_{j<k} c_{j k}\right) \sum_{j \neq l} v_{j}-\sum_{j<l} c_{j l} v_{j}-\sum_{l<j} c_{l j} v_{j}=0
$$

Since $\left\{v_{j}: j \neq l\right\}$ is linearly independent, we see that $c_{j l}$ for $j<l$ are equal, and $c_{l j}$ for $l>j$ are equal; therefore $c_{j k}=: c$ for all $j<k$. Thus,

$$
\begin{aligned}
& c\left(d-\frac{d(d+1)}{2}\right) v_{l}-c \sum_{j \neq l} v_{j}=0 \\
\Rightarrow & c\left(\frac{d-d^{2}}{2} v_{l}-\sum_{j \neq l} v_{j}\right)=0
\end{aligned}
$$

which holds only when $c=0$ or $d=2$ or $d=-1$. So we conclude that $c_{j k}=0$ is the only solution for $\sum_{j<k} c_{j k} \tilde{T}_{j k}=0$ when $d>2$.

Let $T=\left\{\tilde{T}_{j}: j \in[0, d]\right\} \cup\left\{\tilde{T}_{j k}: j, k \in[0, d], j \neq k\right\}$. By Lemma 4.3 we know that $\operatorname{span}_{\mathbb{R}}(T)=$ $H_{d}(\mathbb{R})$. Note that $|T|=d+1+\frac{d(d+1)}{2}>\operatorname{dim} H_{d}(\mathbb{R})$. The following proposition gives a maximal linearly independent subset in $T$ :
Proposition 4.4 Define $\underset{\sim}{T}=\left\{\tilde{T}_{j}: j \in[0, d]\right\} \cup\left\{\tilde{T}_{j k}: j, k \in[0, d], j \neq k\right\}$. Let $T^{\prime}=T \backslash\left\{\tilde{O}_{0 j}: j \in\right.$ $[1, d]\}$ and $T^{\prime \prime}=T^{\prime} \backslash\left\{\tilde{O}_{12}\right\}$. Then $T^{\prime \prime}$ is a maximal linearly independent subset in $T$.
Proof. Note that $\left|T^{\prime \prime}\right|=\frac{d(d+1)}{2}=\operatorname{dim} H_{d}(\mathbb{R})$. So it suffice to show that $\tilde{T}_{0 j} \in \operatorname{span}_{\mathbb{R}}\left(T^{\prime}\right)$ and $\tilde{T}_{12} \in \operatorname{span}_{\mathbb{R}}\left(T^{\prime \prime}\right)$. Also note that the identity matrix $I=\frac{d}{(d+1)(2-d)} \sum_{j} \tilde{T}_{j}$ belongs to $\operatorname{span}_{\mathbb{R}}\left(T^{\prime \prime}\right)$, and so does $v_{j} v_{j}^{*}=\left(\tilde{T}_{j}+I\right) / 2$.

- $\tilde{O}_{0 j} \in \operatorname{span}_{\mathbb{R}}\left(T^{\prime}\right):$ note that $\sum_{j} v_{j}=0$. Then for every $j>0$,

$$
\begin{aligned}
\tilde{O}_{0 j} & =\frac{d}{d+1}\left(v_{0}-v_{j}\right)\left(v_{0}^{\dagger}-v_{j}\right)-I \\
& =\frac{d}{d+1}\left(-\sum_{k>0} v_{k}-v_{j}\right)\left(-\sum_{k>0} v_{k}^{\dagger}-v_{j}^{\dagger}\right)-I \\
& =\frac{d}{d+1}\left(\sum_{0<k<l}\left(v_{k} v_{l}^{\dagger}+v_{l} v_{k}^{\dagger}\right)+\sum_{k>0}\left(v_{k} v_{j}^{\dagger}+v_{j} v_{k}^{\dagger}\right)+\tilde{P}_{j}\right)-I \in \operatorname{span}_{\mathbb{R}}\left(T^{\prime}\right)
\end{aligned}
$$

because $v_{x} v_{y}^{\dagger}+v_{y} v_{x}^{\dagger}=\tilde{P}_{x}+\tilde{P}_{y}-\frac{d+1}{d}\left(\tilde{T}_{x y}-I\right) \in \operatorname{span}_{\mathbb{R}}\left(T^{\prime}\right)$ for all $x, y>0$.

- $\tilde{T}_{12} \in \operatorname{span}_{\mathbb{R}}\left(T^{\prime \prime}\right)$ : we show that $\sum_{1 \leq j<k \leq d} \tilde{T}_{j k}+d v_{0} v_{0}^{*}+\frac{d(d-3)}{2} I=0$, meaning that $\tilde{T}_{12}$ is a linear combination of elements in $T^{\prime \prime}$. Since $\operatorname{span}_{\mathbb{R}}\left\{v_{l}: l \in[1, d]\right\}=\mathbb{R}^{d}$, it suffices to show that

$$
\begin{aligned}
\sum_{1 \leq j<k \leq d} & \tilde{T}_{j k} v_{l}+d v_{0} v_{0}^{*} v_{l}+\frac{d(d-3)}{2} v_{l}=0 \text { for all } l \in[1, d]: \\
& \sum_{1 \leq j<k \leq d} \tilde{T}_{j k} v_{l}+d \tilde{P}_{0} v_{l}+\frac{d(d-3)}{2} v_{l} \\
= & \sum_{1 \leq j<k \leq d} \frac{d}{d-1}\left(v_{j}-v_{k}\right)\left(v_{j}^{\dagger}-v_{k}^{\dagger}\right) v_{l}-\frac{d(d-1)}{2} v_{l}-v_{0}+\frac{d(d-3)}{2} v_{l} \\
= & \sum_{j>0, j \neq l}\left(v_{l}-v_{j}\right)-\frac{d(d-1)}{2} v_{l}-v_{0}+\frac{d(d-3)}{2} v_{l} \\
= & (d-1) v_{l}+\sum_{j>0, j \neq l}\left(-v_{j}\right)-\frac{d(d-1)}{2} v_{l}-v_{0}+\frac{d(d-3)}{2} v_{l} \\
= & (d-1) v_{l}+v_{0}+v_{l}-\frac{d(d-1)}{2} v_{l}-v_{0}+\frac{d(d-3)}{2} v_{l}=0 .
\end{aligned}
$$

Since $T^{\prime \prime}=\left\{\tilde{B}_{y}\right\}$ in $\tilde{\mathcal{S}}$ spans the space of all symmetric matrices, every $d$-dimensional binary observable $\tilde{O}_{\text {binary }}$ belongs to span $\left\{\tilde{B}_{y}\right\}$. Therefore, by adding $\tilde{O}_{\text {binary }}$ into $\left\{\tilde{A}_{x}\right\}$ we construct a strategy that can self-test any binary observable:

Proposition 4.5 For any d-dimensional real projective binary measurement, given by observable $\tilde{O}_{\text {binary }}$, the strategy $\tilde{\mathcal{S}}^{(2)}=\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}\right\}_{x=0}^{d+1},\left\{\tilde{B}_{y}\right\}_{x=0}^{\frac{d(d+1)}{2}-1}\right)$ is robustly self-tested, where

$$
\begin{aligned}
& |\tilde{\psi}\rangle=\left|\Phi_{d}\right\rangle \\
& \left\{\tilde{A}_{x}\right\}_{x=0}^{d}=\left\{\tilde{T}_{x}\right\}_{x=0}^{d}, \tilde{A}_{d+1}=\tilde{O}_{\text {binary }} \\
& \left\{\tilde{B}_{y}\right\}_{y=0}^{d}=\left\{\tilde{T}_{y}\right\}_{y=0}^{d},\left\{\tilde{B}_{y}\right\}_{y=d+1}^{\frac{d(d+1)}{2}-1}=\left\{\tilde{T}_{j k}: 1 \leq j<k \leq d\right\} \backslash\left\{\tilde{O}_{12}\right\}
\end{aligned}
$$

Proof. Since $\tilde{O}_{\text {binary }} \in H_{d}(\mathbb{R})=\operatorname{span}\left\{I, \tilde{B}_{y}\right\}$ for any $\tilde{O}_{\text {binary }}$, by Lemma 4.2 and Proposition 3.2 we immediately have that the strategy $\tilde{\mathcal{S}}^{(2)}$ is robustly self-tested by the correlation it generates.

Finally, we generalize the self-testing of binary measurements to the self-testing of arbitrary $L$-output measurements. Intuitively, we can think of an $L$-output projective measurement as a collection of $L$ binary ones: given an $L$-output projective measurement $\tilde{O}=\sum_{a=0}^{L-1} e^{i 2 \pi a / L} \tilde{M}_{a}$, consider binary observables $\left\{2 \tilde{M}_{a}-I\right\}_{a=0}^{L-1}$. If we can self-test every binary observable $2 \tilde{M}_{a}-I$, then we should be able to also self-test $\tilde{O}$.

Proposition 4.6 For any L-output observable $\tilde{O}=\sum_{a=0}^{L-1} e^{i 2 \pi a / L} \tilde{M}_{a}$, strategy

$$
\tilde{\mathcal{S}}_{1}=\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}, \tilde{O}: x\right\},\left\{\tilde{B}_{y}: y\right\}\right)
$$

is robustly self-tested if and only if strategy

$$
\tilde{\mathcal{S}}_{2}=\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}, 2 \tilde{M}_{a}-I: x, a\right\},\left\{\tilde{B}_{y}: y\right\}\right)
$$

is robustly self-tested.
Proof. We prove the 'if' part, and the reasoning for the 'only if' part is similar.
Suppose $\tilde{\mathcal{S}}_{2}=\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}, 2 \tilde{M}_{a}-I: x, a\right\},\left\{\tilde{B}_{y}\right\}\right)$ is robustly self-tested. Then for any $\varepsilon>0$ there exists $\delta>0$ such that any strategy $\delta / 3$-approximately generating correlation $\left\{\langle\tilde{\psi}| \tilde{A}_{x}^{(j)}, \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle\right.$, $\left.\langle\tilde{\psi}|\left(2 \tilde{M}_{a}-I\right) \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle\right\}$ can be locally $\varepsilon / L$-dilated by $\tilde{\mathcal{S}}_{2}$. Let $\mathcal{S}_{1}=\left(|\psi\rangle,\left\{A_{x}^{(j)}, O^{(l)}\right),\left\{B_{y}^{(k)}\right\}\right)$ be a strategy that $\delta / 3$-approximately generates the correlation $\left\{\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle,\langle\tilde{\psi}| \tilde{O}^{l} \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle\right\}$. Construct a physical strategy $\mathcal{S}_{2}:=\left(|\psi\rangle,\left\{A_{x}, 2 M_{a}-I\right),\left\{B_{y}\right\}\right)$ where $M_{a}:=1 / L \sum_{l=0}^{L-1} e^{-i 2 \pi a l / L} O^{(l)}$. Then

$$
\begin{aligned}
& \left.\left|\langle\psi| O^{(l)} \otimes B_{y}^{(k)}\right| \psi\right\rangle-\langle\tilde{\psi}| \tilde{O}^{l} \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle \mid \leq \delta / 3 \\
\Rightarrow & \left.\left|\langle\psi|\left(2 M_{a}-I\right) \otimes \tilde{B}_{y}^{(k)}\right| \tilde{\psi}\right\rangle-\langle\tilde{\psi}|\left(2 \tilde{M}_{a}-I\right) \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle \mid \leq \delta .
\end{aligned}
$$

So $\mathcal{S}_{2} \delta$-approximately generates correlation $\left\{\langle\tilde{\psi}| \tilde{A}_{x}^{(j)} \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle,\langle\tilde{\psi}|\left(2 \tilde{M}_{a}-I\right) \otimes \tilde{B}_{y}^{(k)}|\tilde{\psi}\rangle\right\}$. By the hypothesis, $\tilde{\mathcal{S}}_{2}$ is a local $\varepsilon / L$-dilation of $\mathcal{S}_{2}$, and so

$$
\begin{aligned}
& \left(|\psi\rangle_{A B},\left(2 M_{a}-I\right) \otimes I_{B}\right) \xrightarrow[\varepsilon / L]{\Phi,|\mathrm{aux}\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}},\left(2 \tilde{M}_{a}-I\right) \otimes I_{\tilde{B}}\right) \\
\Rightarrow \quad & \left(|\psi\rangle_{A B}, O^{(l)} \otimes I_{B}\right) \xrightarrow[\varepsilon]{\Phi,|\mathrm{aux}\rangle}\left(\mid \tilde{\psi}_{\tilde{A} \tilde{B}}, \tilde{O}^{l} \otimes I_{\tilde{B}}\right),
\end{aligned}
$$

and

$$
\left(|\psi\rangle_{A B}, I_{A} \otimes B_{y}^{(k)}\right) \underset{\varepsilon / L}{\Phi, \mid \text { aux }\rangle}\left(|\tilde{\psi}\rangle_{\tilde{A} \tilde{B}}, I_{\tilde{A}} \otimes \tilde{B}_{y}^{(k)}\right) .
$$

Therefore $\tilde{\mathcal{S}}_{1}$ is a local $\varepsilon$-dilation of $\mathcal{S}_{1}$. Thus $\tilde{\mathcal{S}}_{1}$ is robustly self-tested.
So we conclude that any real projective measurements can be self-tested:
Theorem 4.7 For any d-dimensional L-output observable $\tilde{O}$, the strategy

$$
\tilde{\mathcal{S}}^{(3)}=\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}\right\}_{x=0}^{d+1},\left\{\tilde{B}_{y}\right\}_{y=0}^{\frac{d(d+1)}{2}-1}\right)
$$

is robustly self-tested, where

$$
\begin{aligned}
& |\tilde{\psi}\rangle=\left|\Phi_{d}\right\rangle \\
& \left\{\tilde{A}_{x}\right\}_{x=0}^{d}=\left\{\tilde{T}_{x}\right\}_{x=0}^{d}, \tilde{A}_{d+1}=\tilde{O}, \\
& \left\{\tilde{B}_{y}\right\}_{y=0}^{d}=\left\{\tilde{T}_{y}\right\}_{x=0}^{d},\left\{\tilde{B}_{y}\right\}_{y=d+1}^{\frac{d(d+1)}{2}-1}=\left\{\tilde{T}_{j k}: 1 \leq j<k \leq d\right\} \backslash\left\{\tilde{T}_{12}\right\}
\end{aligned}
$$

Proof. Statement is true for $L=2$ by Proposition 4.5. For $L>2$, let $\tilde{O}=\sum_{a} e^{i 2 \pi a / L} \tilde{M}_{a}$ be the $L$-output observable, consider the strategy $\tilde{\mathcal{S}}_{2}=\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}\right\}_{x=0}^{d+L},\left\{\tilde{B}_{y}\right\}_{x=0}^{\frac{d(d+1)}{2}-1}\right)$ where

$$
\begin{aligned}
& |\tilde{\psi}\rangle=\left|\Phi_{d}\right\rangle \\
& \left\{\tilde{A}_{x}\right\}_{x=0}^{d}=\left\{\tilde{T}_{x}\right\}_{x=0}^{d},\left\{\tilde{A}_{x}\right\}_{x=d+1}^{d+L}=\left\{2 \tilde{M}_{a}-I: 0 \leq a \leq L-1\right\}, \\
& \left\{\tilde{B}_{y}\right\}_{y=0}^{d}=\left\{\tilde{T}_{y}\right\}_{y=0}^{d},\left\{\tilde{B}_{y}\right\}_{y=d+1}^{\frac{d(d+1)}{2}-1}=\left\{\tilde{T}_{j k}: 1 \leq j<k \leq d\right\} \backslash\left\{\tilde{T}_{12}\right\},
\end{aligned}
$$

and $\tilde{M}_{a}=1 / L \sum_{l=0}^{L-1} e^{-i 2 \pi a l / L} \tilde{O}^{l}$. By a similar argument in the proof of Propisition 4.5, $\tilde{\mathcal{S}}_{2}$ is robustly self-tested. Then the strategy $\tilde{\mathcal{S}}^{(3)}$ is robustly self-tested by by Proposition 4.6.

## 5 Iterative self-testing II: general theory

In this section we develop the theory of iterative self-testing in general, whenever the initial state $|\tilde{\psi}\rangle=$ $\left|\Phi_{d}\right\rangle=\sum_{j}|j j\rangle / \sqrt{d}$ is maximally entangled and all reference measurements are binary and projective, i.e., are described by orthogonal matrices.

Given the initial strategy $\tilde{\mathcal{S}}=\left(\left|\Phi_{d}\right\rangle,\left\{\tilde{A}_{x}\right),\left\{\tilde{B}_{y}\right\}\right)$, denote $S_{0}=\left\{I, \tilde{A}_{x}\right\}$ to be the set of initial binary observables, and $V_{0}=\operatorname{span}_{\mathbb{R}}\left(S_{0}\right)$ to be the subspace generated by $S_{0}$. Denote by $S_{1}^{\prime}=\operatorname{sgn}\left(V_{0}\right) \cap$ $G L_{d}(\mathbb{R})$ the binary observables that by Proposition 3.7 are post-hoc self-tested on Bob's side, and take $S_{1}=S_{1}^{\prime} \cup\left\{\tilde{B}_{y}\right\}$. Note that $S_{0} \subseteq S_{1}^{\prime} \subseteq S_{1}$ because $\operatorname{sgn}\left(\tilde{A}_{x}\right)=\tilde{A}_{x}$. Let $V_{1}=\operatorname{span}_{\mathbb{R}}\left(S_{1}\right)$; then we also have $V_{0} \subseteq V_{1}$. Now consider the post-hoc self-testing of additional binary observables on Alice's side based on $S_{1}$; we get the next set of binary observables $S_{2}=\operatorname{sgn}\left(V_{1}\right) \cap G L_{d}(\mathbb{R}) \supseteq S_{1}$ that is self-tested, and also the next subspace $V_{2}=\operatorname{span}_{\mathbb{R}}\left(S_{1}\right) \supseteq V_{1}$. By iteratively using this technique, we enlarge the set of self-tested binary observables $S_{j}$ in each step. We remark that, when trying to make a similar argument for a non-maximally entangled $|\tilde{\psi}\rangle$, it is not clear whether $V_{j} \subseteq V_{j+1}$ still holds.

Since $\left\{V_{j}\right\}_{j}$ is an increasing sequence of subspaces of the finite-dimensional real Hermitian matrix space $H_{d}(\mathbb{R})$, it eventually stabilizes at $V_{\infty}=\lim _{j \rightarrow \infty} V_{j}$. It is natural to ask, given initial binary observables $\left\{\tilde{A}_{x}\right),\left\{\tilde{B}_{y}\right\}$, what is $V_{\infty}$ ? Before we answer this question, we make the following observation:

Lemma 5.1 Given a set of orthogonal matrices $\left\{\tilde{A}_{x}\right\}$, recursively define $V_{0}=\operatorname{span}_{\mathbb{R}}\left\{I, \tilde{A}_{x}\right\}$ and $V_{j}=$ $\operatorname{span}_{\mathbb{R}}\left(\operatorname{sgn}\left(V_{j-1}\right)\right)^{2}$, where $\operatorname{sgn}$ is defined as in Proposition 3.7. If $x \in V_{j}$, then $p(x) \in V_{j+1}$ for any real coefficient polynomial $p \in \mathbb{R}[t]$. Consequently, $x, y \in V_{j}$ implies $x y+y x \in V_{j+1}$.

Proof. For any $x \in V_{j}$, let $x=U \Lambda U^{\dagger}$ where $\Lambda$ has diagonal entries $\lambda_{1}, \ldots, \lambda_{d} \in \mathbb{R}$ sorted decreasingly. Then $p(x)$ has eigenvalues $p\left(\lambda_{1}\right), \ldots, p\left(\lambda_{d}\right)$. Note that the identity matrix $I$ is in $V_{1}$. Now, for each $i \in[1, d-1]$ such that $\lambda_{i} \neq \lambda_{i+1}$, choose $r_{i} \in\left(\lambda_{i}, \lambda_{i+1}\right)$, and consider

$$
x_{i}:=\operatorname{sgn}\left(x-r_{i} I\right)=U \operatorname{diag}(\underbrace{1, \ldots, 1}_{i 1 s}, \underbrace{-1, \ldots,-1}_{(d-i)-1 s}) U^{\dagger} .
$$

So $x_{i} \in \operatorname{sgn}\left(V_{j}\right) \subseteq V_{j+1}$. Since $\left\{x_{i}\right\}$ forms a basis of $\{p(x): p \in \mathbb{R}[t]\}$, we have that $p(x) \in V_{j+1}$ for every $p \in \mathbb{R}[t]$.

Take $p(t)=t^{2}$, and notice that

$$
x y+y x=\underbrace{(x+y)^{2}}_{\in V_{j+1}}-\underbrace{x^{2}}_{\in V_{j+1}}-\underbrace{y^{2}}_{\in V_{j+1}} \in V_{j+1} .
$$

Lemma 5.1 allows one to characterize ${ }^{3} V_{\infty}$ in terms of Jordan algebras [Jac68]. A vector subspace of an associative algebra is a (unital) Jordan algebra if it contains the identity and is closed under the Jordan product $a \star b=\frac{1}{2}(a b+b a)$.

Proposition 5.2 Given a set of Hermitian orthogonal matrices $\left\{\tilde{A}_{x}\right\}$, define $V_{0}=\operatorname{span}_{\mathbb{R}}\left\{I, \tilde{A}_{x}\right\}, V_{j}=$ $\operatorname{span}_{\mathbb{R}}\left(\operatorname{sgn}\left(V_{j-1}\right)\right)$, where sgn is defined as in Proposition 3.7. Then $V_{\infty}=\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$, the real Jordan algebra generated by $\left\{\tilde{A}_{x}\right\}$.

Proof. $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)=\mathcal{J} \mathcal{A}\left(\left\{I, \tilde{A}_{x}\right\}\right)$ because $I=\tilde{A}_{x}^{2}$. From Lemma 5.1 we know that $x, y \in V_{\infty}$ implies $x \star y \in V_{\infty}$. So $V_{\infty}$ is a Jordan algebra, and hence $\mathcal{J} \mathcal{A}\left(\left\{I, \tilde{A}_{x}\right\}\right) \subseteq V_{\infty}$.

On the other hand, for any $x \in H_{d}(\underset{\sim}{\mathbb{R}})$ the matrix $\operatorname{sgn}(x)$ is a polynomial in $x$, and therefore lies in $\mathcal{J} \mathcal{A}(\{x\})$. This implies $V_{\infty} \subseteq \mathcal{J} \mathcal{A}\left(\left\{I, \tilde{A}_{x}\right\}\right)$. So we conclude that $V_{\infty}=\mathcal{J} \mathcal{A}\left(\left\{I, \tilde{A}_{x}\right\}\right)=\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$.

Proposition 5.2 implies that, after sufficiently many steps, every binary observable $\tilde{O} \in \mathcal{J} \mathcal{A}\left(\left\{I, \tilde{A}_{x}\right\}\right)$ can be iteratively post-hoc self-tested based on the binary strategy $\tilde{\mathcal{S}}=\left(\left|\Phi_{d}\right\rangle,\left\{\tilde{A}_{x}\right),\left\{\tilde{B}_{y}\right\}\right)$. We also provide two properties of real Jordan algebras that help analysing $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$. The first one is that $\mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$, the real associative algebra generated by $\left\{\tilde{A}_{x}\right\}$, is $M_{d}(\mathbb{R})$ (the real algebra of $d \times d$ matrices), if and only if $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$, the real Jordan algebra generated by $\left\{\tilde{A}_{x}\right\}$, is $H_{d}(\mathbb{R})$ (the real Jordan algebra of symmetric $d \times d$ matrices).

Lemma 5.3 For symmetric $d \times d$ matrices $\left\{\tilde{A}_{x}\right\}, \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)=M_{d}(\mathbb{R})$ if and only if $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)=$ $H_{d}(\mathbb{R})$.

Proof. The 'if' part: it is straightforward to see that every real matrix is a linear combination of products of symmetric matrices.

The 'only if' part: note that $M_{d}(\mathbb{R})$ is a simple algebra, and that a Jordan subalgebra of $H_{d}(\mathbb{R})$ is semisimple. Suppose $\mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)=M_{d}(\mathbb{R})$. Then we claim that $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$ is also simple. Indeed; if $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$ were isomorphic to a non-trivial product of simple ones, then $\mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$ would likewise be isomorphic to a non-trivial product of simple algebras, which is a contradiction. By the Jordan-von Neumann-Wigner Theorem [JvNW34], finite-dimensional simple Jordan algebras are isomorphic to one of the following five types:

- The Jordan algebra of $n \times n$ Hermitian real matrices $H_{n}(\mathbb{R})$,
- The Jordan algebra of $n \times n$ Hermitian complex matrices $H_{n}(\mathbb{C})$,

[^1]- The Jordan algebra of $n \times n$ Hermitian quaternionic matrices $H_{n}(\mathbb{H})$,
- The 'spin factor' $\mathbb{R}^{n} \oplus \mathbb{R}$ with the product $(x, \alpha) \star(y, \beta)=(\beta x+\alpha y, \alpha \beta+\langle x, y\rangle)$,
- The Jordan algebra of $3 \times 3$ Hermitian octonionic matrices.

Since $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$ is special, we only need to exam the first four cases individually:

- $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right) \cong H_{n}(\mathbb{R})$ for some $n$. By the 'if' part of the proof, $\mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right) \cong M_{n}(\mathbb{R})$. But $\mathcal{A}\left(\left\{A_{x}\right\}\right)=M_{d}(\mathbb{R})$, so we are only left with the possibility $n=d$.
- $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right) \cong H_{n}(\mathbb{C})$ for some $n \geq 2$. On one hand, complex Hermitian $n \times n$ matrices do not embed into real matrices of size smaller than $2 n$, so $2 n \leq d$. On the other hand, $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right) \cong H_{n}(\mathbb{C})$ implies that $M_{d}(\mathbb{R})=\mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$ is a real subalgebra of $M_{n}(\mathbb{C})$, so $d^{2} \leq 2 n^{2}$, a contradiction.
- $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right) \cong H_{n}(\mathbb{H})$ for some $n \geq 2$. On one hand, quaternion Hermitian $n \times n$ matrices do not embed into real matrices of size smaller than $4 n$, so $4 n \leq d$. On the other hand, $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right) \cong$ $H_{n}(\mathbb{H})$ implies that $M_{d}(\mathbb{R})=\mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$ is a real subalgebra of $M_{n}(\mathbb{H})$, so $d^{2} \leq 4 n^{2}$, a contradiction.
- $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$ is a spin factor $\mathbb{R}^{n} \oplus \mathbb{R}$ for some $n \geq 3$. It is known that it can be embedded in the Hermitian real matrices of size $2^{n} \times 2^{n}$, but not smaller [McC04]; therefore $2^{n} \leq d$. On the other hand, the spin factor generates a real Clifford algebra of dimension $2^{n}$ [Jac68], so $2^{n} \geq d^{2}$, a contradiction.

So, we conclude that $\mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)=M_{d}(\mathbb{R})$ if and only if $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)=H_{d}(\mathbb{R})$.
As a consequence of this lemma, if $|\tilde{\psi}\rangle=\left|\Phi_{d}\right\rangle$, and $\left\{\tilde{A}_{x}\right\}$ generate the real matrix algebra of the corresponding dimension, any binary observable will be in $V_{\infty}$, thus can be self-tested. In Section 4 we showed that a self-tested strategy given by [MPS21] can be used for this purpose. However, several of the self-tested strategies across the existing literature consist of a maximally entangled state and operators that generate the full matrix algebra, so they can be used to self-test arbitrary observables (of suitable size) by Proposition 5.2. Notice that $\left\{\tilde{A}_{x}\right\}_{x}$ generates $M_{n}(\mathbb{R})$ as a real associative algebra if and only if the only real solutions of the linear system $\left[S \tilde{A}_{x}=\tilde{A}_{x} S\right.$ for all $\left.x\right]$ are $S=c I$ the scalar multiples of $I$. Hence given $\left\{\tilde{A}_{x}\right\}$, one can check whether it generates the whole matrix algebra in the following way: suppose we have $X$ binary observables ( $d$-dimensional); then [ $S \tilde{A}_{x}=\tilde{A}_{x} S$ for all $x$ ] is a linear system of $d^{2}$ variables (which are entries of $S$ ) with $X d^{2}$ equations. Thus the condition of Lemma 5.3 is equivalent to checking that the coefficient matrix has rank $d^{2}-1$.

Another property we provide can help in upper-bounding the iteration we need for $V_{i t r}=V_{\infty}$. Let $U_{j}$ denote the span of all the Jordan products of elements in $S_{0}$ of length at most $j$. Then we have the following relation between $U_{j}$ and $V_{j}$ :

Lemma 5.4 For a set of Hermitian orthogonal matrices $S_{0}=\left\{I, \tilde{A}_{x}\right\}$, define

$$
U_{j}:=\operatorname{span}_{\mathbb{R}}\left\{a_{1} \star \cdots \star a_{k}, a_{i} \in S_{0}, k \leq j\right),
$$

and define $V_{j}$ as in Proposition 5.2 for $j \geq 0$. Then $U_{2^{(j)}} \subseteq V_{j}$.
Proof. By definition, $U_{1}=V_{0}$. Now suppose $U_{2^{(j)}} \subseteq V_{j}$ for some $j$. By Proposition $5.1 x \star y \in V_{j+1}$ for every $x, y \in V_{j}$, so in particular $x \star y \in V_{j+1}$ for every $x, y \in U_{2^{(j)}}$. Since $U_{2^{j+1}}=U_{2^{(j)}}$ is spanned by $U_{2^{(j)}} \star U_{2^{(j)}}$, we conclude that $U_{2^{j+1}} \subseteq V_{j+1}$.

Note that while $V_{j}$ is not straightforward to determine (since sgn is a non-linear map), $U_{j}$ is easily computable. If $U_{j}=U_{j+1}$ for some $j$, then $U_{j}$ is a Jordan algebra, and so $U_{j}=V_{\infty}$; therefore we get an upper bound on the number of iterations as $i t r \leq\left\lceil\log _{2} j\right\rceil$. A trivial bound for $U_{j}$ to stop growing is $\frac{d(d+1)}{2}=\operatorname{dim} H_{d}(\mathbb{R})$, hence

$$
i t r \leq\left\lceil\log _{2} \frac{d(d+1)}{2}\right\rceil \leq\left\lceil 2 \log _{2} d\right\rceil
$$

We remark that, for robust self-tested initial strategy with explicit $\varepsilon-\delta$ dependence, we can use Proposition 3.7 repeatedly to get the robustness of the final strategy. For example, some of the robust
self-testing results summarized in [ŠB20] have robustness $\varepsilon=O(\sqrt{\delta})$, and so $O(C \varepsilon+\delta)=O(\sqrt{\delta})$ in Proposition 3.7. If we take these initial strategies, we get

$$
\varepsilon_{\infty}=O\left(\delta^{\frac{1}{2^{2 t r+1}}}\right)=O\left(\delta^{\frac{1}{4 d}}\right)
$$

Summarizing Proposition 5.2 and Lemma 5.4, and applying Proposition 4.6 to argue about manyouput (rather than just binary-output) measurements, we reach an easy-to-use criterion for a real measurement $\tilde{O}$ to be reachable after iterative self-testing:

Theorem 5.5 Let $\tilde{\mathcal{S}}=\left(\left|\Phi_{d}\right\rangle,\left\{\tilde{A}_{x}\right\},\left\{\tilde{B}_{y}\right\}\right)$ be a self-tested strategy using maximally entangled state and binary real projective measurements. A real projective measurement $\left\{\tilde{M}_{\ell}, \ell \in[0, L-1]\right\}$ can be iteratively self-tested if

$$
\tilde{M}_{\ell} \in \mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right) \quad \forall \ell \in[0, L-1]
$$

where $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)$ is the real Jordan algebra generated by $\left\{\tilde{A}_{x}\right\}$. Moreover, the number of the iterations is upper-bounded by $\left\lceil 2 \log _{2} d\right\rceil$.

In particular, if $\mathcal{J} \mathcal{A}\left(\left\{\tilde{A}_{x}\right\}\right)=H_{d}(\mathbb{R})$, i.e. $\left\{\tilde{A}_{x}\right\}$ generates the whole real Jordan algebra of symmetric $d \times d$ matrices, then every $d$-dimensional measurement can be self-tested. As what we have shown in Lemma 5.3, it is equivalent to $\left\{\tilde{A}_{x}\right\}$ having a trivial centralizer, which can be checked efficiently.

## 6 Conclusion

We have addressed the problem of self-testing an arbitrary real projective measurement by constructing a self-testing protocol using binary measurements and maximally entangled states. Our protocol remains the same for any real projective measurement, provided that the dimension $d$ is fixed. The protocol has a $O\left(d^{3}\right)$-sized question set and a constant-sized answer set. We show that our protocol is robust to noise which is crucial from a practical standpoint. We also introduce a novel theoretical technique of iterative self-testing. This offers a convenient method for establishing new self-tests based on pre-existing ones. Our results show that the set of self-testable observables includes the real Jordan algebra generated by the observables that we utilize for iterative self-testing.

We leave a few open questions and improvements for future work. Now that we know that all real projective measurements can be self-tested, one outstanding challenge is to enhance the efficiency specifically, the size and robustness of the protocols. It is known that some high-dimensional states and measurements admit constant-sized self-tests (for example [MPS21, Fu22], and [SSKA21, ŠCB21] with constant-sized question sets). Is it the case that all states and measurements can be self-tested by a constant-sized protocol? Another open question is an explicit $(\delta, \epsilon)$ dependence in the robustness of our self-testing protocol for an arbitrary real projective measurement. This could have applications for verifiable distributed quantum computation [RUV13].

Lastly, from a theoretical standpoint, iterative self-testing is also applicable to strategies with partially entangled states, but the underlying algebraic structure remains to be understood.
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## A Examples and counter examples of post hoc self-testing

## A. 1 An analytic image of sgn in the two-dimensional case

Although the image of sgn is hard to describe in general cases, we give an example where $\operatorname{sgn}\left(\operatorname{span}\left\{D^{2}, D A_{x}^{(j)} D\right\}\right)$ has an analytic form. In this case the initial state is a partially entangled, $|\tilde{\psi}\rangle=\cos \gamma|00\rangle+\sin \gamma|11\rangle$ for $\gamma \in\left(0, \frac{\pi}{4}\right)$, and the binary observable $\tilde{A}_{0}=X$ the Pauli $X$.

We show that there is a 1-parametric family of post-hoc self-tested binary observables $\operatorname{sgn}\left(\operatorname{span}\left\{D^{2}, D A_{x}^{(j)} D\right\}\right)$. Note that $D \tilde{A}_{x} D=\sin \gamma \cos \gamma X$ for $\tilde{A}_{0}=X$. Without loss of generality, suppose $\tilde{O}=\operatorname{sgn}\left(X+a D^{2}\right)$ for some real parameter $a$. If $|a|$ is large, then $X+a D^{2}$ is diagonally dominant, so $X+a D^{2}$ will be positive or negative definite, leading to the trivial case $\tilde{O}= \pm I$. So, to obtain a non-trivial $\tilde{O},|a|$ must be bounded, and the upper bound is attained when $X+a D^{2}$ becomes singular:

$$
\operatorname{det}\left(X+a D^{2}\right)=(a \cos \gamma \sin \gamma)^{2}-1=0 \Rightarrow a= \pm \frac{1}{\cos \gamma \sin \gamma}
$$

When $a \in\left[-\frac{1}{\cos \gamma \sin \gamma}, \frac{1}{\cos \gamma \sin \gamma}\right]$, we can calculate $\tilde{O}$ explicitly as a function of parameter $a$ :

$$
\tilde{O}=\left[\begin{array}{ll}
\frac{a\left(-1+2 g^{2}\right)}{\sqrt{4+a^{2}\left(1-2 g^{2}\right)^{2}}} & \frac{2}{\sqrt{4+a^{2}\left(1-2 g^{2}\right)^{2}}} \\
\frac{2}{\sqrt{4+a^{2}\left(1-2 g^{2}\right)^{2}}} & \frac{a-2 a g^{2}}{\sqrt{4+a^{2}\left(1-2 g^{2}\right)^{2}}}
\end{array}\right],
$$

where $g=\cos \gamma$. Let $\tilde{O}=r_{x} X+r_{z} Z$, then $r_{x}=\frac{2}{\sqrt{4+a^{2}\left(1-2 g^{2}\right)^{2}}}$, ranging from 1 to $\sin 2 \gamma$. Then in this case, the image of the $\operatorname{sgn}$ is $\left\{r_{x} X \pm \sqrt{1-r_{x}^{2}} Z: \sin (2 \gamma)<r_{x} \leq 1\right\}$, which is an uncountable set.

We also give an explicit $\tilde{O}$ that cannot be post-hoc self-tested: let $\gamma=\arctan (1 / \sqrt{2}), \tilde{O}=H=$ $(X+Z) / \sqrt{2} \notin \operatorname{sgn}\left(\operatorname{span}\left\{D^{2}, X\right\}\right)$. Then a "cheating" POVM $\left\{\hat{M}_{0}, \hat{M}_{1}\right\}$ is given by

$$
\hat{M}_{0}=\left[\begin{array}{cc}
\frac{6-\sqrt{2}}{8} & \frac{\sqrt{2}}{4} \\
\frac{\sqrt{2}}{4} & \frac{\sqrt{2}}{2}
\end{array}\right], \hat{M}_{1}=\left[\begin{array}{cc}
\frac{2+\sqrt{2}}{8} & -\frac{\sqrt{2}}{4} \\
-\frac{\sqrt{2}}{4} & 1-\frac{\sqrt{2}}{2}
\end{array}\right] .
$$

One can check that this POVM generates the same correlation as $\tilde{O}$, but there is no local isometry connecting them. Indeed; suppose $\Phi\left[I_{A} \otimes \hat{M}_{j}\left|\tilde{\psi}_{\gamma}\right\rangle\right]=I_{A} \otimes \tilde{M}_{j}\left|\tilde{\psi}_{\gamma}\right\rangle$ for $j=0$, 1, where $\tilde{M}_{j}=\frac{\tilde{O}+(-1)^{j} I}{2}$, then we have

$$
0=\left\langle\tilde{\psi}_{\gamma}\right| I_{A} \otimes \tilde{M}_{0} \tilde{M}_{1}\left|\tilde{\psi}_{\gamma}\right\rangle=\left\langle\tilde{\psi}_{\gamma}\right| I_{A} \otimes \hat{M}_{0} \Phi_{A}^{\dagger} \Phi_{A} \hat{M}_{1}\left|\tilde{\psi}_{\gamma}\right\rangle=\left\langle\tilde{\psi}_{\gamma}\right| I_{A} \otimes \hat{M}_{0} \hat{M}_{1}\left|\tilde{\psi}_{\gamma}\right\rangle \neq 0,
$$

a contradiction. Thus $\tilde{O}$ cannot be post-hoc self-tested based on $|\tilde{\psi}\rangle$ and $X$.

## A. 2 An obstruction to post-hoc self-testing

Here we show that, as soon as the number of inputs is small compared to local dimensions, a post-hoc extension of a self-testing strategy is a highly non-trivial phenomenon. In particular, the main theorem is non-trivial, since self-testing does not extend to "most" binary observables when the local dimension is large compared to the number of inputs.

Proposition A. 1 Let $\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}\right\}_{x=0}^{n-1},\left\{\tilde{B}_{y}\right\}_{y=0}^{n-1}\right)$ be a n-input / 2-output strategy with local dimension $d$. Assume that $|\tilde{\psi}\rangle$ has full Schmidt rank and the observables $\tilde{B}_{y}$ have a trivial centralizer in $M_{d}(\mathbb{R})$.
(a) If $\tilde{B}_{-n}, \tilde{B}_{n} \in M_{d}(\mathbb{R})$ are distinct binary observables, then none of the strategies $\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}\right),\left\{\tilde{B}_{y}, \tilde{B}_{ \pm n}\right\}\right)$ is a local dilation of the other.
(b) If either $\left\lfloor\frac{d^{2}}{4}\right\rfloor>n+1$ or $|\psi\rangle$ is maximally entangled and $\left\lfloor\frac{d^{2}}{4}\right\rfloor>n$, then there exist distinct binary observables $\tilde{B}_{-n}, \tilde{B}_{n} \in M_{d}(\mathbb{R})$ such that the strategies $\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}\right),\left\{\tilde{B}_{y}, \tilde{B}_{ \pm n}\right\}\right)$ yield the same correlations, but none of them is a local dilation of the other (by (a)).

Proof. (a) Suppose $\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}\right),\left\{\tilde{B}_{y}, \tilde{B}_{-n}\right\}\right)$ is a local dilation of $\left(|\tilde{\psi}\rangle,\left\{\tilde{A}_{x}\right),\left\{\tilde{B}_{y}, \tilde{B}_{n}\right\}\right)$. Thus there are isometries $\Phi_{A}, \Phi_{B}$ and an auxiliary state $|\operatorname{aux}\rangle=\sum_{i} \sigma_{i}|i i\rangle \in \mathbb{R}^{d^{\prime}}$ with $\sigma_{1}>0$ such that $\Phi_{A} \otimes \Phi_{B}|\tilde{\psi}\rangle=$ $\mid$ aux $\rangle \otimes|\tilde{\psi}\rangle$ and

$$
\left(\Phi_{A} \otimes \Phi_{B}\right)\left(\tilde{A}_{x} \otimes \tilde{B}_{y}\right)|\tilde{\psi}\rangle=|\operatorname{aux}\rangle \otimes\left(\left(\tilde{A}_{x} \otimes \tilde{B}_{|y|}\right)|\tilde{\psi}\rangle\right) .
$$

Then

$$
\left(I \otimes \Phi_{B} \tilde{B}_{y} \Phi_{B}^{\dagger}\right)(|\mathrm{aux}\rangle \otimes|\tilde{\psi}\rangle)=\left(I \otimes I \otimes \tilde{B}_{|y|}\right)(|\mathrm{aux}\rangle \otimes|\tilde{\psi}\rangle)
$$

for all $y \in\{0, \ldots, n-1,-n\}$. Let $\pi: \mathbb{R}^{d} \otimes \mathbb{R}^{d^{\prime}} \rightarrow \mathbb{R}^{d}$ be the projection induced by the projection $\mathbb{R}^{d^{\prime}} \rightarrow \mathbb{R}$ onto the first component. Then

$$
\left(I \otimes \pi \Phi_{B} \tilde{B}_{y} \Phi_{B}^{\dagger} \pi^{\dagger}\right)|\tilde{\psi}\rangle=\left(I \otimes \tilde{B}_{|y|}\right)|\tilde{\psi}\rangle
$$

Since $|\tilde{\psi}\rangle$ has full Schmidt rank,

$$
\pi \Phi_{B} \tilde{B}_{y} \Phi_{B}^{\dagger} \pi^{\dagger}=\tilde{B}_{|y|}
$$

for all $y \in\{0, \ldots, n-1,-n\}$. Let $C=\pi \Phi_{B} \in \mathbb{R}^{d \times d}$. Note that $C$ is a contraction. Since $C \tilde{B}_{y} C^{\dagger}=\tilde{B}_{y}$ for all $y \geq 0$ and $\tilde{B}_{y}$ generate the whole $M_{d}(\mathbb{R})$ as an $\mathbb{R}$-algebra, it follows that $C$ is invertible (otherwise $\tilde{B}_{y}$ would have a common kernel). Furthermore, if $\lambda$ is an eigenvalue of $C^{\dagger}$, then $C^{\dagger} v=\lambda v$ implies $C\left(\tilde{B}_{y} v\right)=\frac{1}{\lambda} \tilde{B}_{y} v$ for all $y \geq 0$. Since at least one of $\tilde{B}_{y} v$ is nonzero if $v \neq 0$, it follows that $\frac{1}{\lambda}$ is an eigenvalue of $C$. Since $C, C^{\dagger}$ are both contractions, we conclude that $C$ is unitary. Therefore

$$
C \tilde{B}_{y}=\tilde{B}_{|y|} C
$$

for all $y \in\{0, \ldots, n-1,-n\}$. Since $\tilde{B}_{y}$ have a trivial centralizer (also in $M_{d}(\mathbb{C})$ ), it follows that $C$ is a scalar multiple of identity. Therefore $\tilde{B}_{-n}=\tilde{B}_{n}$, a contradiction.
(b) The real algebraic set of binary observables in $M_{n}(\mathbb{R})$ has an irreducible component $Z$ of dimension $\left\lfloor\frac{n^{2}}{4}\right\rfloor$ (concretely, $Z$ is the set of binary observables with $\left\lfloor\frac{n}{2}\right\rfloor$ positive eigenvalues). Consider the map

$$
\begin{equation*}
Z \rightarrow \mathbb{R}^{d+1}, \quad U \mapsto\left(\langle\psi| \tilde{A}_{x} \otimes U|\psi\rangle,\langle\psi| I \otimes U|\psi\rangle\right) ; \tag{6}
\end{equation*}
$$

if $|\tilde{\psi}\rangle$ is maximally entangled, one can discard the last component $\langle\psi| I \otimes U|\psi\rangle)=\frac{1}{\sqrt{n}} \operatorname{Tr}(U)$ because it is constant on $Z$. Then (6) is a linear map between semialgebraic sets, so its generic fiber has dimension at least $\left\lfloor\frac{d^{2}}{4}\right\rfloor-n-1>0$ (or $\left\lfloor\frac{d^{2}}{4}\right\rfloor-n>0$ in the maximally entangled case). Therefore there exist distinct $\tilde{B}_{-n}, \tilde{B}_{n} \in Z$ such that

$$
\langle\tilde{\psi}| I \otimes \tilde{B}_{-n}|\tilde{\psi}\rangle=\langle\tilde{\psi}| I \otimes \tilde{B}_{n}|\tilde{\psi}\rangle, \quad\langle\tilde{\psi}| \tilde{A}_{x} \otimes \tilde{B}_{-n}|\tilde{\psi}\rangle=\langle\tilde{\psi}| \tilde{A}_{x} \otimes \tilde{B}_{n}|\tilde{\psi}\rangle
$$

holds for all $x$.
If $|\tilde{\psi}\rangle$ is maximally entangled and $\tilde{A}_{y}=\tilde{B}_{y}$, then we know that after sufficiently many post-hoc steps, all binary observables are self-tested (under the given condition on $\tilde{B}_{y}$ ). Proposition A.1(b) guarantees that this cannot always happen immediately after the first step if number of inputs $n$ is sufficiently smaller than the local dimension $d$; in the case of our preferred strategy with $d+1$ inputs in Section 4, Proposition guarantees "bad" binary observables for $d \geq 5$. However, they already exist for $d=3$ :

Example A. 2 Let $\tilde{A}_{0}, \ldots, \tilde{A}_{3} \in M_{3}(\mathbb{R})$ be the binary observables as in Section 5, and let $\left|\Phi_{3}\right\rangle \in \mathbb{R}^{3} \otimes$ $\mathbb{R}^{3}$ be the maximally entangled state (in its Schmidt basis). Then $\tilde{S}=\left(\left|\Phi_{3}\right\rangle,\left\{\tilde{A}_{x}\right\}_{x},\left\{\tilde{A}_{x}\right\}_{x}\right\}$ is self-tested by its correlation, and $\left\{\tilde{A}_{x}\right\}_{x}$ has trivial centralizer in $M_{3}(\mathbb{R})$. A direct calculation shows that

$$
\tilde{A}_{ \pm 4}=\left(\begin{array}{ccc}
0 & -\frac{1}{\sqrt{2}} & \pm \frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}} & -\frac{1}{2} & \mp \frac{1}{2} \\
\pm \frac{1}{\sqrt{2}} & \mp \frac{1}{2} & -\frac{1}{2}
\end{array}\right)
$$

are binary observables with one positive eigenvalue, and

$$
\left\langle\Phi_{3}\right| \tilde{A}_{x} \otimes A_{-4}\left|\Phi_{3}\right\rangle=\left\langle\Phi_{3}\right| \tilde{A}_{x} \otimes A_{4}\left|\Phi_{3}\right\rangle \quad \text { for } x=0, \ldots, 3 .
$$

Therefore the strategies $\left(\left|\Phi_{3}\right\rangle,\left\{\tilde{A}_{x}\right),\left\{\tilde{A}_{x}, A_{ \pm 4}\right\}\right)$ give the same correlation but are not local dilations of each other by Proposition A.1(a), so they are not self-tested.

## B Recipe for the robust self-tested strategy

We first show how to construct $d+1$ unit vectors $v_{0}, \ldots, v_{d} \in \mathbb{R}^{d}$ that form the vertices of a regular $d+1$-simplex centered at the origin. This can be guaranteed by $\left\langle v_{j}, v_{k}\right\rangle=-1 / d$ for all $j \neq k$. To find vectors satisfying this property, consider any unitary $U$ in $\mathbb{R}^{d+1}$ whose first row is the 'all one' unit vector $a=(1,1, \ldots, 1) / \sqrt{d+1}$. Then, apply $U$ to $d+1$ vectors $\left\{f_{j}\right\}$ where $f_{j}$ is the normalization of $f_{j}^{\prime}=e_{j}-\left\langle a, e_{j}\right\rangle a$, and $\left\{e_{j}\right\}_{j=0}^{d}$ are base vectors. We have that all $U f_{j}$ are orthogonal to $e_{0}$. So $\left\{U f_{j}\right\}_{j=0}^{d}$ spans a $d$-dimensional subspace. We can also show that $\left\langle U f_{j}, U f_{k}\right\rangle=\left\langle f_{j}, f_{k}\right\rangle=-1 / d$. So we take $v_{x}=U f_{x}, \tilde{P}_{x}=v_{x} v_{x}^{\dagger}$, and $\tilde{T}_{x}=2 \tilde{P}_{x}-I$.

```
(*local dimension*)
d = 4;
(*find the unitary*)
allone = Normalize[ConstantArray[1, d + 1]];
unitary = ConstantArray[0, {d + 1, d + 1}];
unitary[[1, All]] = allone;
unitary[[2 ;; d + 1, All]] =
    Table[UnitVector[d + 1, i], {i, 2, d + 1}];
unitary = Orthogonalize[unitary];
(*d+1 vectors*)
vect[x_] := (unitary .
                Normalize[(UnitVector[d + 1, x] -
                    Projection[UnitVector[d + 1, x], allone])])[[2 ;; d + 1]] //
        FullSimplify;
(*d+1 projections*)
proj[x_] := Transpose[{vect[x]}] . {vect[x]} // FullSimplify;
(*d+1 binary observables*)
obs[x_] := 2 proj[x] - IdentityMatrix[d];
jordanproduct[x_, y_] := (x . y + y . x)/2;
sgn[x_] :=
    JordanDecomposition[x][[1]] .
            RealSign[JordanDecomposition[x][[2]]] .
            Inverse[JordanDecomposition[x][[1]]] // FullSimplify;
(* alternative sgn map *)
(* sgn[x_] := Inverse[x].MatrixPower[x.x,1/2] *)
```

Based on this one can calculate $\tilde{T}_{j k}=\operatorname{sgn}\left(\tilde{T}_{j}+\tilde{T}_{k}\right)$, or alternatively $\tilde{T}_{j k}=2 w_{j k} w_{j k}^{\dagger}-I$, where $w_{j k}:=\sqrt{\frac{d}{2(d+1)}}\left(v_{j}-v_{k}\right)$.

```
obs2[x_, y_] := sgn[obs[x] + obs[y]];
(*alternative O_{jk} operator*)
(*obs2[x_,y_]:=d/(d+1) \
Transpose[{vect[x]-vect[y]}].{vect[x]-vect[y]}//FullSimplify;*)
```


[^0]:    ${ }^{1} \operatorname{Re}(P)=\frac{1}{2}(P+\bar{P})$, where $P$ and $\bar{P}$ are both positive definite.

[^1]:    ${ }^{2}$ Here we do not exclude the non-singular matrices in $S_{j}$. In fact, $\operatorname{span}\left(\operatorname{sgn}\left(V_{j}\right)\right)=\operatorname{span}\left(\operatorname{sgn}\left(V_{j}\right) \cap G L_{d}(\mathbb{R})\right)$ : for any singular $s=\operatorname{sgn}(x)$ where $x \in V_{j}, \operatorname{sgn}(x \pm \delta I) \in \operatorname{sgn}\left(V_{j}\right)$. And for small enough $\delta$, we have $\operatorname{sgn}(x \pm \delta I) \in G L_{d}(\mathbb{R})$ and $2 s=\operatorname{sgn}(x+\delta I)+\operatorname{sgn}(x-\delta I)$.
    ${ }^{3}$ Here we omit $\left\{\tilde{B}_{y}\right\}$ for simplicity. This simplification only strengthens our result because we now do not ask $\left\{\tilde{B}_{y}\right\}$ to contribute.

